
Lecture 15
Math 50051, Topics in Probability Theory and Stochastic Processes

Diffussion property of B.m.

We know that symmetric random walk is the movement of a particle among the integers. At each
time unit a fair coin is tossed and according to the result the particle is moving to the left or to
the right, one unit of distance. Now let’s accelerate the random walk. The displacements are made
every ∆t units of time and the distance travled by the particle is equal to ε unit of distance to
the left or to the right, where ∆t and ε are positive numbers that we can choose as small as we
want.As the Bm is a continuous time and continuous state process, we will take the limit as ∆t and
ε decrease to 0 so that the particle is moving continuously but will travel an infinitesimal distance
each displacement. This is in accordance with our modeling of normal changes in stock prices.

However, in order to obtain a meaningfull process we can not allow the changes ∆t and ε to become
independently small.

Indeed for such a random walk,
E(Sn∆t) = 0

and
V ar(Sn∆t) = nε2

because V ar(X∆t) = 1/2ε2 + 1/2ε2 = ε2. Since T = n∆t we have

nε2 =
T

∆t
ε2

and if we want our process to have finite, non-zero variance, we need ε2 and ∆t to go to 0 at the
same rate, ie, we need

ε2 = C∆t

Remark: The notation for C is σ2. When σ2 = 1 we say that the Bm is standard, or that we
deal with standard Brownian motion. This is the one we have defined last time. If we do not
mention anything about σ we assume we are talking about standard Bm.

Remark: From the above we see that the short-term properties of Bm are important. We need to
specify the properties of ∆X = X(t+ ∆t)−X(t), the increment in X, over the small time-interval
(t, t+ ∆t).

We observe that:

1)

lim
∆t→0

1

∆t
P [|X(t+ ∆t)−X(t) > ε|X(t) = x] = 0

for all ε > 0
2)

lim
∆t→0

1

∆t
E[X(t+ ∆t)−X(t)|X(t) = x] = m(t, x)
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and 3)

lim
∆t→0

1

∆t
E[(X(t+ ∆t)−X(t))2|X(t) = x] = v(t, x)

with m(x, t) and v(x, t) continuous functions of x and t. Why?

A continuous time, continuous state Markovian process with properties 1),2) 3) is called a di-
fussion process. The functions m(x, t) and v(x, t) are called infinitesimal mean and variance
respectively. The most important case for the applications is the one when the difussion process is
time-homogeneous., so m(x, t) = m(x) and v(x, t) = v(x). Observe, this is the case with Bm.

Suppose a large number of particles are distributed in Rd according to a density f(y). Let f(t, y)
be the density of the particles at time t (so that f(0, y) = f(y)). Assume that the particles perform
standard B.m. independent density.

If a particle starts at x then the probability density for its position at time t is pt(x, y). Hence

f(t, y) =

∫
Rd
f(x)pt(x, y)dx1, ..., dxd

Remark

Because pt(x, y) = pt(y, x), we see that f(t, y) = E(f(Xt)) assuming X0 = y, or,

f(t, y) = Ey(f(Xt))

f(t, x) = Ex(f(Xt))

Remark
∂f

∂t
=

1

2

∂2f

∂x2
in one− dimension

∂f

∂t
=

1

2
∆ in d dimensions

where ∆ denotes the Laplacian

∆f(t, x1, ...xd) =
d∑
i=1

∂2f

∂x2
i

This equation is often called the heat equation.

Brownian motion with drift

Consider a d-dimensional B.m. Xt starting at x ∈ Rd. Let µ ∈ Rd and

Yt = Xt + tµ

Then Yt is called d-dimensional B.m. with drift µ starting at x.

Remark: The motion of Yt consists of a “straight line” motion in the direction µ with random
fluctuations.
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Properties:

1) If has all the properties from the definition of B.m. except that the density of the increment is
normal with mean µ(t− s) and covariance matrix (t− s)I.

2) E(Yt) = tµ (see property 1)

3) pt(x, y) = 1

(2πt)d/2
e−
|y−x−tµ|2

2t and the Chapman-Kolmogorov equation is

ps+t(x, y) =

∫
Rd
ps(x, z)pt(z, y)dz1, ..., dzd

4) Support we start with a density on Rd, f(x). Consider the function f(t, x) = Ex[f(Yt)]. Then

∂f

∂t
= µ

∂f

∂x
+

1

2

∂2f

∂x2
in one− dimension

∂f

∂t
=

d∑
i=1

µi
∂f

∂xi
+

1

2
∆f in d− dimensions

Sample path of B.m.

When we defined the Riemann integral, we defined it as a limit of Riemann sums, i.e. sums of
rectangles with width a and subinterval of the integration range and length the value of the function
at one of the points in the interval.

PICTURE

So, it looks like it is important, in defining the integral, to evaluate f(ti)− f(ti−1) where (ti−1, ti)
is a small interval of my interval (a, b).

Let’s 0 = tn0 < tn1 < ... < tnn = T be a partition of the interval [0, T ] into n equal parts. Hence

tni =
iT

n
= i · T

n

We denote by
∆n
iW = W (tni+1)−W (tni )

the increment of the B.m. over the interval (ti, ti+1)

PICTURE

Proposition

lim
n→∞

n−1∑
i=0

(∆n
iW )2 = T, in L2

Definition
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The variation of a function f : [0, T ]→ R is defined to be

limsup∆t→0

n−1∑
i=0

|f(ti+1)− f(ti)|

where t = (t0, t1, ..., tn) is a partition of [0, T ] and where

∆t = maxi=0,1,...,n−1|ti+1 − ti|

Theorem

The variation of the path of W (t) is infinite a.s.

Remark:

What this means is that if we are to look at the details of B.m., it varies, wiggles, a lot, even in a
short interval. Its variation is ∞.

This is important because we will not be able to define an integral with respect to B.m. in the
same way as a Riemann integral, for each W (i.e. pathwise). We will need to have a probabilistic
approach to it.
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