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SINGULAR VALUE DECOMPOSITION
NORMALLY ESTIMATED GERSGORIN SETS*

NATACHA FONTESY, JANICE KOVERY, LAURA SMITHIES!, AND RICHARD S, VARGAS

Abstract. Let B € €¥*¥ denote a finite-dimensional square complex matrix, and let VEIW™* denote
a fixed singular value decomposition (SVD) of B. In this note, we follow up work from Smithies and Varga
{Linear Algebra Appl., 417 (2006}, pp. 370-380], by defining the SV-normal estimator evpyyr=, {which satisfies
§ £ evmwe < 1), and showing how ii defines an vpper bound on the norm, || B* B — BB*||s, of the commutant
of B and its sdjoint, B* == BT, We also introduce the SV-normally estimazed Gerigorin set. PNSVIVEW™*), of
B, defined by this SVD. Like the GerSgorin set for B, the set TSV VEW™*) is a union of NV closed discs which
contains the eigenvalues of B. When ey gy« is zero, TNV (VEW™*) is exactly the set of eigenvalues of B; when
evnws is small, the set PNSV(VEW*) provides a good estimate of the spectrum of B. We end this note by
expanding on an example from Swmithies and Varga [Linear Algebra Appl., 417 (2006), pp, 370-380], and giving
some examples which were generated using Matlab of the sets TNV (V¥ *) and TRNSVIU/5IW %), the reduced
SV-normally estimated GerSgorin set,
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1. Introduction. In[ ], we developed a theoretical analysis of how the set of alt sin gular
value decompositions of an N x N complex matrix can be used to estimate the eigenvalues of
the matrix. Because our methods were motivated by functional analysis, that work aliowed N
to be countably infinite, but throughout this note, IV is finite and B is a fixed N x N camplex
matrix. The purpose of this note is to introduce the SV-normal estimator eysyys, of B and
to define an associated Gersgorin-type set of B, T™3V(VEW™*). The set ISV (VEW™),
which contains the eigenvalues of B, s the union of IV closed discs in the complex plane.
The SV-normal estimator is a parameter between 0 and 1; it is 0 when VEW™ diagonalizes
B in some orthonormal basis of CV, ie., foreachj = 1,- - ; Rank(B), the j-th column of
V' is 4 unit length complex multiple of the j-th column of W, This happens for some SVD
of B if and only if I is normal. In this case, our $V-normally estimated GerSgorin set is
exactly the set of eigenvalues of B. Of course, the more computationally usefol observation
is that when eypw is small, the centers of the discs, comprising FNSY(VEW™*), are good
estimates of the eigenvalues of B.

We begin by recalling some standard notation and definitions. Throughout this note,
elements of CV are N' x 1 matrices, and the inner product of z,y € CV is denoted by
< @,y >= Y @i The norm on CV | induced by the inner product, is |jzils :=

/3, |#12, and the corresponding operator norm on B € C¥*V ig defined as iBlla =
SUP,2g LL'%%E— Finally, the Frobenius inner product of the matrices of 4, B € CVX¥ ig de-
note here as (4, B)r := Trace{A*B), and the corresponding operator norm is denoted as
1 Bllr == +/(B, B)p.

A singular value decomposition of a non-zero complex N x N matrix B is an expression
of B as a product B = VIW*, where V and W are unitary matrices in CV*¥, and ©
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is a non-negative diagonal matrix in CV*¥ . Because we will need to use the specifics of
this development, we will recall a construction of a singular value decomposition for B in
detail. The square of the absolute value of B is |B|? := B*B. If B = VEW* then |BJ* =
WEV*VEW* = WI?W*, Since W is assumed to be unitary G.e., W*W = WW* = I, €
CN*N'y the colummns of W must form an orthonormal basis of €V, consisting of eigenvectors
of | BI?. We assume, without loss of generality, that the columns of W are arranged so that
the corresponding eigenvalues {o7 }3,; of | B|? are in non-increasing order. Thus,

Y= Diag(aha% e :UN):

where 53 > o9 2, ,> on > (. Similarly, the columns of V' form an orthonormal basts
of CV consisting of eigenvectors of | B*|* = BB*.

The singular value decomposition of B is never unique. Clearly, any unitary matrix U/
which satishes UL = LU defines another SVD of B, namely, B = (VIU)E(WT)*. The
conditions, UY = XU and U*U = UU* = I, € C¥*N are not only sufficient to define
another SVD, but also necessary. This was first pointed out to the authors by Roger Horn.
Professor Horn directed our attention 1o the discussion of [ , Theorem 3.1.1]. One of the
referees of this note pointed out that the following lemma is also developed (for non-square
matrices)in[ Jand{ J.

LEMMA 1.1, Let A be a non-zero N X N mairix, and let VEW* and XEY'* be two
SVDs of A, where

by EDi&g(O’l,'-- 101,02, 302, 7 ;0py 501“,(}7"' ?{]}v

and oy has mulriplicity ny, fork = 1,--+ ,r 4+ 1. Then, there exists a collection of matrices
{Ux¥,_, where each Uy is an ng X ng unitary matrix, and np1 X ey unitary mairices,
Sy and Tg such that for

S = Diag(Uy, -, U, So}, and T := Diag(lh,--- , U, Ty),

the relations X = VS and Y = WT hold. Moreover, if A is non-singular, then VW =
X*Y.

Given an N x N matrix B, one can construct an SVD of B as follows. Let |Bi? := B*B.
Then, fBIz is a self-adjoint mafrix which is non-negative, in the sense that for all column
vectors & O, < iBE%,m > is a non-negative number. Hence, there are known robust
numerical packages which, for NV not too large, can provide us with an accurate orthonormal
basis {1f;}1., for CV, which are eigenvectors of [B|2. Furthermore, we can, without loss
of generality, assume that these eigenvectors satisfy [B|*¢; = o3¢;, and that the associated
eigenvalues are ordered so that oy > o3 > -+ > on > 0. The collection of numbers
{o; ¥ is called the set of singular values of B. They are the eigenvalues of |B| = /[B].

Let K index the smallest non-zero singular valve o, i.e., o7 = 0 forall | > K. Then,
K is the rank of B. Both kernels Ker{ B} and Ker(B*) have dimension I := N — K. Fix
any orthonormal basis {yz}5_, of Ker(B*), and define the veciors ¢; by

. =By iHo;>0  (le,ifj<K),
L ’Y_? ifUJmO (ie:ifJ>K)'

The vectors {¢;}%.;, defined above, form an orthonormal basis of CV, consisting of eigen-
vectors of | B*{?. Let V be the N x N matrix whose j-th column is the vector ¢;, and let
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¥ = Diag{oy,--- ,on). Define W to be the N x N matrix whose j-th column is the vectors
;. By checking its action on the basis {; }1L.,, it is easy to see that

AN or 0 0 - 9 -
(1.1 B=VEW "= | & - ¢n o .0 .
o 0 0 on - gk -

As Lemma  above suggests, the choice of the vectors {¢, f,-‘r:l and {¢; }j,\_;i in the
above construction of an SVD of B, is somewhat arbitrary for § > K. Even if the kernel
of B is trivial {i.e,, K == N), the singular value decomposition, given by the above develop-
ment, is not uniquely determined. Specifically, the vectors {+ j};'i], can be replaced with any
orthonormal basis of eigenvectors for | B|. However, the matrix . is the same for every sin-
gular value decomposition of B. A consequence of the non-uniqueness of the singular value
decomposition is that the SV-normal estimator e+ and the corresponding Gerfgorin type
set INSY(VEW™), which we define below, depend on the choice of SVD of B.

Let B be anon-zero N x N matrix of rank X" and fix a singudar value decomposition of
E,asin{ ). The components of this SVD of B can be used to express B as a sum of rank
one operators in CN*N _ Specifically, for any fixed 7, o ¢4 is the rank one N x N matrix
05 ¢5(1h;)7. Tt takes any ¢ € CV to the complex multiple o; < @,%; > of the vector b
Thus,

N K
B=Y o =3 orpp.
fe=i {=1

2. Lemmas. Using an expression of B as a sum of rank one operators, given by the
SVD, VEIW?™, we now define the parameter ey xw+, called the SV-normal estimator, which,
in essence, measures how close the given SVD is to directly defining a spectral decomposi-
tion.

DEFINITION 2.1. Let B be a non-zero N x N matrix. Let K index the smallest positive
singular value of B. That is, K is the rank of B. Let B = VIW™* = }:{‘;1 o denote a
Jixed SVD of B. Define the SV-compatibility index of this SVD, K as follows: if < 1,1 >=
0, set K' = 0. Otherwise, let K' be the maximal number which is less than or equal to K
such that

<¢l:¢l>#0 forall l:lg-..,K"

We say the SVD is fully comparible {with our methods) if K' = K. We remark that Sull

comparibility is only needed for the construction of the reduced normally estimated Gerfgorin
set, TENSV{VSIWY, defined below. Set

EI::\/1"1<¢£1¢1>T2) lml)"'1K9
and define
EYR 1= max{e;}ﬁml.

We call eyowe the SVenormal estimator of B, defined by this SVD.
By the Cauchy-Schwarz inequality, cach € satisfies 0 < ¢, < 1. Moteover, if X' # K,
then evew+ = 1. The next lemma sheds some fight on our motivation for defining the
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parameters €; above. We would like to thank the referees for pointing out a stmplified proof
of this lemma.

LEMMA 2.2, Let x and y be unit vectors in CN, and define the N x N matrix A by
A =za* — yy*. Then, the norm of A, ||Alls, is given by

Al = v1-[<zy>]

Proof. H x and y are linearly dependent, the lemuma is clearly true. In this case, A is the
zero matrix and | < 2,y > | = 1. Otherwise, N > 2 and A is an N x N matrix of rank 2.
Since A is self-adjoint, {{ A}}Z is the largest eigenvalue of the N x N matrix

AP = A" A =a0"— <o,y > yr*~ <y,z > oy + "

Tt is easy to calculate that |AP2 = (1 — | < z,9 > Pz and [APy = (1 =] < 2,v > Py
That is, when z and y are linearly independent, the two non-zero eigenvalues of [41*
1| <z, y > % ]

The SV-normal estimator eyypr+, defined by the SVD of B, VEW™*, provides an esti-
mate on the commutant of B and B*, as described in the following lemma.

LEMMA 2.3. Let B € CN*N and let eysw+ denote the SV-normal estimator, defined
from the SVDVEW™ of B. Then,

{B*B - BB*[l2 < |Bll} evsw-.

Proof Let Bbean N x N matrix and let K < N index the smallest non-zero singular
value of B, let B = VIW* = za L o1 denote a fixed SVD of B. Then, B* =

WEV* = 58 oy (4))*. Hence,

K K
|B*B ~ BBz = || ng[@bm{ ~ ¢y 2 < ZUJQ“%W - ¢idy ila
bl =1
K
= Z ofer < eyswe Trace(|BI*) = evpw.||B
I=1

&

Note that the factor | B||% = Efil o} is independent of the choice of SVD of B. It
is a2 measure of the scaling of B. The other facior, ey, depends on the specific SVD,
VEW?* of B. Itis a namber which measures how close a given SVD is to directly defining
a spectral decomposition. More precisely, eypw+ = 0 when the columns of W comprise an
orthonormal basis of CV, consisting of eigenvectors of B. When the parameter €y« 18
small, the SVD can be expressed as the sum of 2 normal matrix and a matrix whose nori is
small. In this case, the given SVD yields an inexpensive and accurate estimate of eigenvalues,
as described below. This estimate can be far more accurate than the usual GerSgorin estimates
of the eigenvalues; see Section , below.

3. Theorems. In this section we define the Gerigorin-type sets T'NSV(VEW™) and
TRNSVAV BIW+), corresponding to a fixed SVD VEW* of an N x N matrix B. We also
show that each of these sets contains all of the eigenvalues of B.

DEFINITION 3.1. Let B be an N x N matrix and let K < N index the smallest non-zero
singular value of B. Let

K
=VEW" =5 ol
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denote a fixed singular value decomposition of B, and let K', from Definition |, denote the
compatibility index of this SVD. If K' = 0, define the SV-normally estimated GerSgorin set
to be

TVVEW™) i= D(0,|[Bll2) == {z € C : |2| < ||Bll}.

Now, assume L < K' < K and set

K’
(3.1) R:=v2 Zaf €.
F==1
Foreachl = 1,--- ,K', set et® 1= TE%T:%%T and set py = e, For consistency of

notation, if K' < N define pgoryy = 0, and if K' = N, define ogeryy = 0. St M :=
min{ N, K' + 1}, For K' 3 0, we define the SV-normally estimated Gersgorin set as

(3.2) TVVEW®) s= UM, D{uy, Rboxe 1) = U {2 € €+ Jzpuy] € Btoop ).

Next, we show that for each SVD of any fixed matrix B € CV*N _ its §V-normatly
estimated GerSgorin set TN3Y(VIW ™) necessarily contains the eigenvalues of B.

THEOREM 3.2. Let B € CVXN gnd let VEW* denote a fixed SVD of B. Then, the set
of eigenvalues of B is contained in the SV-normal Gersgorin set TNSV(VEW™),

Proof. Let B = VEW* = ElKﬂ ay¢yf denote a fixed SVD of B. Let K' be the
compatibility index of this SVD, and let A be an eigenvalue of B, where Ba = Az with
llzll2 = 1. We show that A is in the set TNSV{VSW*), This containment is trivial if K' = 0
since |A| = [|Bzlls < {|Bll2. Now suppose 1 < K’ < N. In this case, the set TNSV{(VSIW*)
is defined as in (). Recall that M = min{N,K' + 1}, and forall l = 1,... K’ ef:

denotes the complex rotation T%%T and py = oye®®. For consistency of notation, let

onty i=0and pgegq = 0. For 1 <1 < K', define 3 € C¥ by §3; = ¢; — e*Pigfy. Then

(3.3) iiﬁl!i% = d)l - 6'&91,{!}"’ ¢‘f, - et@’ﬂ/fz >=2 - 2R€‘(C‘3“281 < (}5,},7,[); >)
. 22(3_‘<¢’E,’¢£>§}52(1*[<¢‘1,¢z>!2):26f.

Thus, 18illz < 26, forall { = 1,---K'. We can use the vectors f; to rewrite I as the

sum of a normal matrix and two matrices which have small norms when eyspy+ is small,
Specifically, let

K' K K
G A= wdle), E=3 méa(B), md C:= Y odwy.
=L i==1 I=K' 4]
Then, B = A — E + C since
K’ K’ K
A-B4C=3% meddy =3 md By + 3. oy
[=1 I=1 =K'}
K’ K

K
=Y whi(de— B+ Y adil =Y oigy =B,

{==1 =K1 [0
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The matrix Ain{ }i is normal. Its spectrum consists of 0, with multiplicity NV ~ K, !, and
the elements of {,ug}i 1~ For each complex number v, which is outside the spectrum 4, we
have the following formula for ite distance from the spectrum of A:

dv,o(4)) = min (v~} = m.

This distance formula holds since A is normal;see [ Jor{ 1.

Recall that Bx = Az with |jz]ls = 1. We will show that (X, o(A4)} < [IC]|2 + 1B},
where E and C are definedin (). ¥f A € o(A4), then we are done. Otherwise, we have the
above equality to calculate the distance of A from the spectrum of A. Now

t==flafiy = (A = ADTHA = ADallz < 14 - A7 lall Az - Azl

This gives us d(A, 0(A)) < ||dx — Azlls = |4z — Bally = |{C - E)el, <||C - Ei|2 <
(1C}l2 + | Bl

It remains to show that [|Cliz + {|Ell2 < R+ oy where Risdefinedin{ )and E
and € are definedin( ).

Let i be a fixed unit vector in CV, Parseval’s theorem implies that

K] K! Kl
IBylE =3l <./ > P <Y ofllBd =2 ofel.
lad =1 =1

Thus, [Ells < RB. Moreover, ||Clls < oxry1. If K' = K, then C is the zero matrix and
ogrq = (. Otherwise, for any unit vector y,

K K
iCyl= D efl<pti>F < 3 ohonl<ydi>P <ok lyl
1=K’ +1 =K'+l

Combining these estimates for the norms of E and C, we have shown that any eigenvalue
of B is a most the distance R+ ok 41 from an element of the spectrum of A. This exactly says
the eigenvalues of B are contained in the SV-normally estimated set I'NSY(V N3, 0

The sbove development has a useful reformulation for the case when B has sufficiently
small rank K and the SVD, VIW™, is fully compatible (i.e., < ¢, ># 0foralll =
1,-+, K). Notice that all of the circles in the set TNSV(VEW*) have radius R + ox 1. A
more duiaﬂed examination of the above proof allows us to replace B + g1 with a family
of radii By = v2Koye, forl = 1,---, K. Since each radius has a Tactor of VK, this
reformulation is only useful when the rdnk of B is small,

DEFINITION 3.3, Let VW™ = Zf__} gy} denote a fixed, fully comparible, singular
value decomposition of a non-zero N x N mawrix B. Foreachl = 1,--- K, let e =

%, and define the the 1-th small rank SV-normally estimated Gersgorm disc to be the
set

PINSYIVEW™) = {2 € C : |2 — 01| < V2K ).

Define the small rank SV-normally estimated Gerigorin set of B which is given by this SVD
to be the set

TENSY (s .= Ul , TRNSV (vt u 0,

where ( is the empty set if K = N and {0} otherwise.
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Next, we show that the small rank SV-normally estimated GerSgorin set contains the
eigenvalues of the matrix. Of course, unless the rank, K, of B is small, the factor vV E will
tend to make the set PENSV(VSI7*) too Targe to be useful. More precisely, this estimate is
useful only when the SV-normal estimator, eysw-, is smaller than T%“F("'

THEOREM 3.4. Let B € CV*N gnd let VIW™ denote a fixed, fully compatible SVD
of B, Then, the set of eigenvalues of B is contained in the small rank SV-normally estimated
Gersgorin set TRNSV(7 917+),

Froof. Let B = VEW™ = }:fil o] denote a fixed, fully compatible SVD of B.
Let Bx = Az where {jz|ls = 1. Since the SVD is fully compatible, < ¢, 4y ># 0 for all

l=1,--- K. Foreachl =1, --, K, let e’ denote the complex rotation Q—{?’% Define

B e TV by By == éy ~ ey Recall from () that [|B]]s < Ve, for 1 <1< K. We can
use the vectors Fy to write B as

B = mem(@r zme%ﬂr@(@ Zo;e”’“ P (Br)”-

[=1

The equation Bz = Az for A # 0 implies that 2 is in the range of B and hence in the span of
the vectors { ¢}, . Thus,

K
,\mm)\z<$,¢z > .

I==1

On the other hand,

X K
Br = che’g’ <,y >y — Za;e“g' <z f > ¢

l=1 f=1

Equating coefficients of the orthonormal vectors ¢; gives us
(1€t — Xy < o,y >= '™ < 2, By > forall I=1,--- K.

By the Cauchy-Schwarz inequality, |ore'® < z,8 > | < olifills < V2016, Moreover,
since [jzl|2 =1 = Ef_i | < @,¢y > |?, there must exist an index L between 1 and K such
that | < z,¢p, > | > \/w For this index, the above calculations yield

1)\ e O’LEEBLE < v2Korer.

This exactly says A is in the L-th disc defining the set TRNSV(VEp+). O

4, Examples We end this note with some examples which illustrate how our methods
work.

HXAMPLE 4.1. As a simple illostration of our methods, we will calculate all possible
.2 ] . Then, |B? = BB
is the identity matrix on C?. The most natural singular vatue decomposition of B is given by
the choice of the standard basis for C* as the eigenvector basis for | B|. That is,

pevew=[1 %103 0100 0]

SV-normally estimated GerSgorin sets of the matrix B = {
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Any other singular value decomposition B = Vi LW} must have the form V), = VI and
W, = WU where UU* = U'*IJ = I,. That is,

W ppth
U:[btim aebfz)\] 0<a,b<L a®+0° =1, 0< A p < 2,

This choice of I7 gives us the SVD factors

10 ae*r  —bett aet —bett L
h=vU= [ 0 -1 ] [ be~t  gem™ ] - [ —be"¥  —geT* ] - [ hof
and

L T — g —

For this SVD of B, < ¢, %3 >= ¢* —b% and < go,%3 >== b? —a?. First, assume thata # b,
The centers for the normaily estimated SV GerSgorin discs from this SVD are gy = é{%ﬁi{:
for! = 1,2. Thus, the cenfers are 1 and —1, the eigenvalues of B. For! = 1 and 2, the
constant €7 is 1~ | < ¢4 > {2 = 4a?b?. Both of the SV-normally estimated GerSgorin
discs constructed from this SVD have radius R = /2{giet + cde3) = 4ab. For example,
ifa = .01, then b = +/.9999 = .999949987 - - - and 4ab = .0399979 - . - . The SV-normally
estimated Gerfgorin set ISV (V, W) is the union of the closed discs with centers -1 and
1, each with radius nearly .04. As a approaches but does not equal b, the centers of the discs
in P'NSV(V S ) remain 1 and —1 and the radius of each disc approaches 2, from below, In
the extreme case, @ = b = V_}'“é" the calculations defining our set would involve a division by
zer0, In this case we have defined the SV-normally estimated Gerdgorin set to be the closed
disc centered at the 0 of radius 1 {i.e., radius || Blj2).
EXAMPLE 4.2, This example was generated using version 6.1 of Matlab on the rateix

1 20 30
B=1]21 4 51 |.

31 50 8

—2A P T
W;::U*W*:U*:[“e be ]:m[ L ]

The asterisks in Figure denote the eigenvalues of B. The union of the very small (ma-
genta) discs around these asterisks is the SV-normally estimated GerSgorin TNSV (VI *),
The large (green) discs are the Ger¥gorin circles in the GerSgorin set of B, T'{B). This ex-
ample shows that when our method is applied to a matrix which is normal, or almost normal,
the set of the centers of the discs in T™3Y (VEW™*) can be a much better estimate of the set
of eigenvalues of I, than the eigenvalue estimates given by the usual Gerigorin set, T(B).

ExaMPLE 4.3, Our last example was generated using version 6.1 of Matiab and the

10 > 10 matrix of rank 3, B =

[ 1.761 0309 0701 -0.07 0682 1.166 —0.17 0549 0195 —0.50 ]
0306 0.560 0.722 0.395 0.552 0.037 0544 0730 —0.02% 0.611
0.697 0.725 0992 0458 0.786 0.266 0614 0.981 0002 0635
—-0.07 0.3%4 0458 0.907 0.538 0530 0408 0.020 0.932 1.066
0.677 0.553 0.786 0.538 0.716 0.577 0402 0.585 0.391 0.588
1.162 0.032 0266 0.539 0577 1.731 039 -—045 1.397 0.042
—(0.18 0.547 0.614 0408 0402 -0.385 0.680 0.730 —0.20 0.794
(0.547 0.744 0981 0.020 0.585 -0.45 0.730 1.386 —0.85 0.336
0118 004 001 0964 0.381 1.368 —0.182 ~087 1.770 (.739
—-0.49 0.605 0.636 1.051 0583 0045 0.783 0334 0.676 1.489
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o
)
40
20
b
20
E
-60
30 B0 -4(] 20 a 20 40 &0 80 100

Fic. 4.1, TNSYIVEW™) is the small discs (magenta); T{B) is large discs (green).

In Figure |, the set {0} and the union of the three smallest (blue) discs is the reduced SV-

3N

~3 -

-5k

F1c. 4.2. TRNSVOUSIIWY is small discs (blue); T(B) is the large discs (vellow).

normally estimated Ger$gorin set, PRNSY (VEW™*). The union of the larger circles (vellow)
is the standard Ger3gorin circles, ['(B}. This example shows that the eigenvalue estimates
given by PENSV(VT117%) can be much better than the estimate given by the usual Gerfgorin
sets.
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