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Geometric Convergence to e~ by Rational Functions
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Swmmary. In this paper, we show that there exists a sequence of rational functions
of the form R, (2)=p, ,(z)/(1+2/m)" n=1,2, ..., with deg p,,_1=n—1, which
converges geometrically to ¢~% in the uniform norm on [0, 4 o0), as well as on some
infinite sector symmetric about the positive real axis. We also discuss the usefulness of

such rational functions in approximating the solutions of heat-conduction type
problems.

1. Introduction

Because of its applications to the study of certain numerical methods used in
computing solutions of systems of differential equations, a number of recent
papers ([1, 2, 6, 8], among others) have been devoted to the topic of rational
approximations to ¢~ on bounded and unbounded sets in the complex plane C.
Perhaps the simplest of all such rational approximants is the sequence

s,,(z)::ﬁnzj;, n=1,2, ... (1.1)

which enjoys the following readily verified properties:

(i) the sequence converges uniformly to e~ on every bounded subset of the
plane;

(ii) the sequence converges uniformly to ¢~* on the infinite real interval
[0, +o0); and
(iii) the poles of the sequence are all real and negative.

Of course, all of the above advantages are outweighed by the fact that the
sequence (1.1) converges too slowly to ¢~ for use in any actual computations. It
is therefore desirable to seek other rational approximations {R,(2)}2>, which
possess properties (i), (ii), and (iii), and furthermore, say, converge geometrically
to e *in the uniform norm on [0, +o0),i.e.,

T o™ — R, (1) o <1,
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In the present paper, we prove that there exists a sequence of rational func-
tions {R, (2)}s=z of the form

B,_1(2)
z\’
3]

such that {R,(z)}3%, converges geometrically (in the uniform norm) to ¢~* on
every bounded subset of €, as well as on the ray [0, -+ o). Furthermore, we show
that no sequence of reciprocals of polynomials {1/g,(z)}az1, deg g, =n, with the
¢, (%) having only negative realroots, can converge geometrically to e~ *on [0, +o0).
These and related results are stated and discussed in Sec. 2, with their proofs
being given in Sec. 3. Then, in Sec. 4 we comment on the usefulness of rational
functions, of the form (1.2), in approximating the solutions of heat-conduction
type problems, and we also give numerical results estimating the geometric

convergence rate of such rational functions to ¢™* on [0, -+ o).

R, (z)= with deg p,_,=n—1, (1.2)

3

2. Statements of New Results

We now introduce some notation and state our main results, deferring their
proofs to Sec. 3.

Let x,, denote the collection of all polynomials in one variable having degree at
most 7, and 7, ,, be the collection of all complex rational functions of the form

2 (2)
q(2)

Next, for an arbitrary set 4 in the complex plane, we denote by |- | 4 the supremum
normon 4 i.e., for f defined on 4

[l = sup (/2] 7.4},

Our primary result is the following:

, where pem,, ¢Em,

Theorem 2.1, There exists a sequence of rational functions {R, (z)}5.; of the

form
E,_4(2)

'Rn(z):__”_,ﬁ, with jbn_l'en,,_l forall #=1, (2.1)
o3
which satisfies ,
n
e =By (5) o, v =0 (57) a5 #—>oo. (2.2)

Consequently, for these rational functions, there exists a ¢ =2 such that

1 1
[y ooy = 7 = - (2.3)

fim |e~* —R, (x)

Regarding Theorem 2.1, it should first be noted that Newman [3] has shown
that for any sequence of rational functions {7, (z) w1, With 7, €, ,, for all w =2,
there holds :

- \ 1
le™ —1n 1 (6 4000 = 350 - (2.4)
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Hence a faster than geometric convergence rate to e~* on [0, + o) is not possible.
We further remark that, in (6], Schénhage has proved that if

1

Ao p:=inf{e™% — e o, +00): G €7, },

then
. 1
lim 23" = —.
n—>00 3

Thus, a geometric convergence rate faster than that indicated in (2.3) can be
attained by reciprocals of polynomials; however, as a consequence of Theorem 2.5
below, rational functions of this type cannot have all their poles on the real axis.

Theorem 2.2. Let {R, (2)}52, be any sequence of rational functions of the form
(2.1) which satisfies (2.3) for some g =2. Then, on every bounded subset K of the
complex plane, there holds

- 1 1
fim e~ — g o<
fim o™ —R, ()" = =

IA

(2.5)

Since the poles of the R, (2) are real, it follows immediately from Theorems 2.1,
2.2, and the results of Saff and Varga [4], that the sequence {R, (2)}$_, must in
fact converge geometrically to ¢7* in an infinite sector symmetric about the
positive x-axis. To precisely state this result, we introduce the following set
notation: ,

S(0): ={2€ C:|argz| <0}, o<bO<am. (2.6)

Theorem 2.3. Let {R, (2)}52, be any sequence of rational functions of the form
(2.1) which satisfies (2.3) for some g = 2. Then for each fixed 6, with
Vg—1 )

Vg+1/°

0<0<4tan‘1( (2.7)

where
Vg—1 ) ( V2—1 ) . o
> Y A S S Pin i Y
7T =4tan (Vq-H =4tan Vai1)® 38.942°,
the sequence {R, (z)};L, converges geometrically to ™ on the closure S (6) of the
infinite sector defined in (2.6). Moreover,

f@i&@%<m (2.8)

Jim o~ — R, = e

We remark that the above property of geometric overconvergence to ¢~ in
infinite sectors is also shared by certain sequences of Padé approximants to ¢~*,
as was shown by Saff, Varga, and Ni in [5]. These Padé approximants, however,
have poles off of the real axis.

As for a lower bound for the error, an estimate much sharper than Newman’s
result of (2.4) can be obtained for the case when the rational approximations have
only real poles. This result is stated in

Theorem 2.4. If {r, (2)}32,, with #,€n, , for all » 21, is any sequence of rational
functions having only real poles (not necessarily coincident), then

T ll—% n N . 1
Hm o7 —7, () [{! e 232125 5555 2.9)
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In particular, for the sequence {R, (z)}52, of Theorem 2.1, we have
_ R _ 1
3—2]2< lim | =R, () [ 0 =5 (2.10)

As our final result, we shall prove the impossibility of geometric convergence to
¢~* on [0, + o) by reciprocals of polynomials having only real zeros.

Theorem 2.5. For every polynomial g, €m,, n =1, having only real zeros, there
holds

— 1 Inn\2
le AT o, +o0) = ( n ) ’ (2.11)

where C is a positive constant independent of #. Consequently, we have

: —x__~__1___ 1/n
}V.l_%lle AT ) 40 = 1,

for every sequence of polynomials g, €7, having only real zeros.

3. Proofs of New Results
We now justify the results stated in Sec. 2.

Proof of Theorem 2.1. For each n =1, it is convenient to work with rational
functions of the general form

r(x):(—a(x—lj;, pemn, ., ¢>0.

1—*-?

As we shall see, the choice ¢ = # is optimal for our error estimates.

Forfixed ¢ >0, n =1, set

xn
1 (1+7)

Then, on replacing x by ¢ » and on replacing x by (1 -+£)/(1 —t), it follows that

[0, +o0)

i ex P
'u”(c)—penagq ¢ (1+#)n [lt0, +00)
. A+t (1—)" 1417
__ﬂ’elfrblnf—l 3_0(1_:)- 2" p(0<1—f)) ~1,1) (3.2)
—int el g0 |
B ;élnn ¢ = Q() {—1,1)
g(1)=0
1
= inf f [f'(s)—T(s)]ds ,
Temp-1 || ¢t [—1,1)
where
c(l-i-s)
fs):=—e\1=5/, (f(1)=0). (3.3)
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Now, by Schwarz’s inequality, we have for#€[—1, 1] that
1 1
|1 =T @)ds| <J1# (=T (c)] s
f At 1/2
= Vz(_fl |f’(s)—T(s)|2ds) .
Hence, if g, _, (¢) denotes the least squares error

orn ()i = _int (fire T<s)|2ds)”2

Temp-1

we deduce from (3.2) that

1 (€) =2 04-1(0).- (3.4)
Using the Legendre polynomials [7]
1 dF
Bs):=Zagny % (1)) (3-5)
as an orthogonal basis on [—1, 1], we have
1/2
ar@0=(E ) 6:6)
where
V2% +1 +1
s [ 76) Pats) 6.7)
Next, we show that ¢, can be expressed in the equivalent form
cV2k+1 - _ %
n=t2EL [ cx(1+x) IO [c(t+5)] dx, (3.8)
0

where L{(u4) denotes the Laguerre polynomials [7] belonging to the weight
function #e¢™¥on [0, 4 0), 1.e.,

1 ar Y
LY () = o= g 7] (39

To justify (3.8), we first use (3.5) and (3 7) to write

V2k+1 ff/ dsk [ )k]ds,

R V2
and then we integrate by parts £ times to obtain

V241 dr+1
VR 2k+kil f (51" dsk"{'S-S) ds. (3.10)

Using (3.3) and mathematical induction, it can be easily verlfled that, with
v=2¢/[(1—sS),

s)k+1 artrli(s) ar kHle—v  B=0,1,2,...,

—c
et (1 TasttT T Gk v

23 Numer. Math., Bd. 25
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and so from (3.9), we have

k1 f(s) ek 2 ¢ e—2¢/1—3) 2¢
NI _ [ =
s e = 22— 1 ( ) .

Making this substitution, equation (3.10) becomes

1
V2E+1ec b y—20/(1—3) [ (1 2¢ ds
ne T [ () 55
oo

and a final change of variables x= (1 -s)/(1 —s) yields (3.8).
Now, since (see [7, p. 100])

o]

[ we™™[LP (w)]2du=Fk-+1,
o

it follows by applying Schwarz’s inequality to (3.8) that

. 2
2k-1 - - 5\
yi=a (2% )J%«mw% “HRLP [o(1-+x)] - (1-+x) e mﬂq%Jd4
2k o .. i g ox 22k
§c2(—~2»—) f (14x) e T (LYY [c(1+x)])2dx - f e et
0 0
o0 oo
2 k41 - - - w2
= (M) [wem P ran: [ et e a
¢ i}

e (2 k1) (B-+1) —ox x2k
2 fg IETIEaEY ax,

with strict inequality holding because ¢ > 0.
Hence, from (3.6), we have

g <5 [ g ndn (3.11)
0
where
o 2k
Z @R+1)(k+1) 4 ’;—)gm (3.12)

We can obtain a closed form expression for g,(x) by setting z=x/(1-+x) and
writing

— v < 25 1 a < 2%+2
g (x Z (2k+1) 2k +2)2"= 05 am (k;z
1 Q2 | 2nke
= 2(1+x) a2 (1—~22)'

After performing the differentiation and observing that (1 —2%)~1= (1 +x)%/(1 +2%),
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we find that
X

a=(2 )" o,

where
_n1) (2n+41) 42 (4 n+5) »* 4 48
()= "0 522 (14w (14222 (1+2)  (1+22°(1+2)

(3-13)

Consequently, inequality (3.11) becomes

14+x 2

2 e° t —ex x 2n—2 1 oy . _
0% 4 (c)<z-f e | — w, (%) dx= fe"’"("’ e w,(x)dx, (3.14)
b ¢

where

qo,,(x;c)::c~«cx+x—(2n——2)ln(1+»1;). (3.15)

Finally, observe from (3.13) that

f e P o, (x)dx=0(n?), n—>oo, (3.16)

and so we endeavor to minimize the maximum value of ¢, (x;¢) on [0, + o).
For c=m, it is easily verified that

max {@,(x;n):x=0}=¢,(1;n)=1—(2#—2)In2,

and, furthermore, ¢, (1; ¢)=1—(2 #—2) In 2 for all ¢>0. Hence we choose c=#,
which gives the estimate (see (3.14), (3.16))

e ~ = n?
9,2,_1 (%) < o1 f e "con (x) dx=0 ('Z;;), N—>00,
0

Consequently, from (3.4) we arrive at the inequality

() = )/2 001 () =(9({;), n>co, (3.17)
which proves Theorem 2.1. [
We remark that the choice ¢c=1 - % in the above proof (as opposed to ¢c-=1 - #)
results in the best geometric decay in the upper bound of (3.17).
For the proof of Theorem 2.2, it is convenient to first state a special case of a
result due to Walsh [9].

Lemma 3.1, For ¢ >0 and s>1, let ¢(p, s) denote the ellipse in the complex
z-plane with foci at ¥=0 and x=¢ and semimajor and semiminor axes a and &
such that bja=(s?—1)/(s2+1), i.e.,

N . (x—o/2)? y* _ }
elo): ={r=rriyeC: e e =1 618)
If 7,€m, ,is a rational function which satisfies <

“Vn (x) H{O,g] =M< oo (3'19)

23*
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and all the poles of #, (z) lie on or exterior to (g, 2), then for 1 <7 <A, there holds

7w @ e o =M ( }';:: )” (3.20)

where & (o, 7) denotes the closed interior of £(g, 7).

Proof of Theorem 2.2. More generally, let {,(2)}a=1 be any sequence of rational
functions with #,€ 7, , which satisfies (2.3), and is such that the poles of 7, tend to
infinity as #—> co. Next, let K be a fixed bounded set in the plane. Define

Fon(2): =17, (2) —#,—1(2), Tor m=2,3,....

Clearly, 75, € Ty, 24> a0d, a8 #—> 00, all the poles of the 7, (2) tend to infinity. Also,
from (2.3) and the triangle inequality, it follows that

1

f_fg Pan () 16 4000 = FE
in particular,
T [Fo () [ = -;-« for cach >0 (3.21)

Now, let 7> 1 be given and choose o* >0 so large that K C&(o*, 1), where (0%, 7)
is as defined in Lemma 3.1. Furthermore, let 2> 7. Then for sufficiently large,
all the poles of the 7y, (z) lie outside &(g*, 4), and so from (3.21) and Lemma 3.1,
it follows that

e 1 {Ar—1\?

lim [Fon (2) [Elr, o = 7 (*}‘_—1—) .
Consequently,

1 {Ar—1

i s (B =+ (55 6.2

Since (3.22) is valid for every A with 2> 7, then on letting A— oo we obtain

T |72 () 7 = 7
Finally, as 7> 1 was arbitrarily chosen, it follows that
T 17, () — 1 @) = T o () =
#—>00 #—>00 q

which implies by a standard M-test argument that the sequence {7, (2)}ne1 con-
verges geometrically to ¢™* in the uniform norm on K, and that

—_— 1 1 1

I @i sy =5

For the proofs of Theorems 2.3 and 2.4, we need the following result of Saff
and Varga [4] concerning overconvergence in sectors.
Lemma 3.2. For 6> 0and u =0, let S(6, x) denote generically the set
S(B,y)::{ge(l?:]argzl<6,[z|>,u}. e (3.23)

Assume that for a function f defined and finite on [0, -}—oc;), there exists a
sequence of rational functions {7, ()2, with #,em, , for all n =1, and a real
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number ¢’ > 1 such that
Sy 1
JBim () =1 () [167 00y < 57 <1 (3.24)

Assume further that for some 6, and g, with 0< 6, =<, uy=0, the region
S (0o, o) contains no poles of the 7, (z) for all # large. Then, for every 0 satisfying

the lnequahty
O < 6 <4 tarl 1 {( ’ ! ) tall (_>} (3 25)
'/q’ +1 4 ’ :

there exists a u=p(0) >0 and an analytic function F(z) on the closure S (0, w)
with F (x) =/ (x) for all real « in this set, such that {r, ()}, converges geometric-
ally to F (z) on S (6, u). Moreover

- {Sm (2(0,+9)] }

Jim |F— 7,/ 0 < Vo 3 (6, —6)]

(3-26)
Proof of Theorem 2.3. For any sequence {Rn (2)}s2y of rational functions of the
form (2.1) which satisfies (2.3), the hypotheses of Lemma 3.2 are fulfilled with
Ta(2) =R, (2), [(x)=e"" 1<q <gq, Oy=m, uy=0. Now, fix 0 satisfying (2. 7) and
choose ¢’ with 1<¢’ <g, sufficiently close to ¢, so that inequality (3.25) holds.
Then by Lemma 3.2, there exists a g=pu (6) such that

_— sin [$(74-0)] )2 1 [ 1+sin(6/2)
ol RO < g (rtsaenl] ~ 7 s ) <t 627

Furthermore, by Theorem 2.2, we have for the set K={2:| 2| <u}

ql

Tim |e~*—R, ()<~ < 1,
MRl R AR ==

and this inequality together with (3.27) implies that

1+-sin (6/2)

T -z __ 1/
lim [le™* —R, (2) [y < ( sm(9/2))<1’

where S (6) is defined in (2.6). Letting ¢’ —g we obtain (2.8). B

Proof of Theorem 2.4. Assume to the contrary that there exists a sequence
{7a(2)}as, with #,€m, , for all n =1, such that the 7, (z) have only real poles and

satisfy
T e~ — 7, () B o0 < o
MW—~>00 [}
where
1 (1—tan(xn/8)\* —
P "(1+tan(n/8>) =3-2]2.
Choose ¢’ so that

e = () o < o < o

Then since, as is readily verified,

sy e (3 =5
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we can find an angle 6 which satisfies

-z— < < 4tan-? {(%%:—)tan ({:—)} .

Hence, by Lemma 3.2 (with 6,=n), the 7, (z) must converge geometrically to e~
on the unbounded closed region S (6, ) (defined in (3.23)) for some > 0. But this
in particular implies that |e™*| is bounded in S(6, u), which is absurd since
0> mf2. B

Proof of Theorem 2.5. Let g,€m, be a polynomial having only real zeros. To
establish the lower bound of (2.11) it suffices to assume that g,(x) has the nor-
malization

z

#

q"(x)=H(1+—g—>, with  ,>0, k=1,2,...,n (3.28)
B=1 3

Furthermore, we may assume that # =, and that

- 1
eF——

7,{%)

=¢~ "2, for some 7 =7,>0, (3.29)

= 0, +00)

where 7, and 7, are absolute constants which shall be specified later. The essence
of the proof lies in abtaining upper and lower bounds for the positive quantity

21
A: :;;17‘;' (3.30)
For 0 < x <7, it follows from (3.29) that
1 >t e > A ,
g,(%) — 2 T 26
and hence
le*— g (®)| S e* g (W)=, for 0=x=r. (3.31)

Since ¢ =In (1-+¢) for any ¢ = 0, we have
5 & %
xA=Z~—~ = Zln(1+—)=1ng,,(x), x =0,
1% k=1 ay,
which together with (3.31) implies that
x4 =Ing,(x) =In(e*—e®*"), for 0=x<r.
Putting ¥ =7/2in the last inequality gives
L AZIng, ()= +In(1—e), O (332)

or
Azt4 2l (t—eP). (3.33)
As the right-hand side of (3.33) tends to 1 as #—>-}- oo, we can choose 7, SO large

that
A=1)2, for r=7, (3-34)
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To establish an upper bound for 4 we first note that
x4 = H (1 + ~x—) —1=g,(*¥)—1, x=0.
B=1 A

Thus from (3.31) we have
xA ST, 0=Zx =,

or
. % — 1 er—r
AS——+——, o0<x=r (3.35)
But since
e*—1 ¥ x2 1
s :1~}-~2—!—+~3T+~--_£_1+-2-(x+x2—}—x3+~--), for 0<x<1,

it follows that

e¥—1

p =1+ YO o< x <1,
and hence from (3.35) we obtain
¥ P25
A1+ PYoR + e 0<r<1

—r{2

Choosing x=¢7"* <1, the last inequality becomes

AS14-e7"A), (3.36)
where

1
A (7) L= ET(:—W -+ eXp (2 6—"/2).

e~
As A(r) decreases to 1.5 as #—>-}-co, we can additionally require #, to be so large
that A(r) 1.6 for all » =7,, whence
AS1+H1.6e72 v =v,. (3.37)
Now from (3.37) and (3.32) we obtain

% A—1Ing,(r[2) <0.87¢™—In(1—e7"%),

and again we can choose 7, large enough so that
087 ™ —In(1—e ) <re™?,  forall =7,

consequently
v S v —
?A"—h’lqn(i’/Z):kZ:;[-éaHln('l—l-'é—a;‘ﬂ §7’e /2, 7’270. (338)

Next, observe that each term in the above sum is positive, and thus, no one term
can exceed the right-hand side, i.e.,
1/
2a,

0< ——ln(1+~2«%—)§re"’2, for 1=k=n, rzr. (339

k

Making the final assumption that 7, be so large that

1 1
- . —7o/2
5 In (1 -+ 22) = rge” 0,
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it follows from (3.39) that

v 1
< — <ik< =
0< ra =2 for 1Zkn, r=7, (3.40)
But for 0 <<f=1/2, we have

t—In(1+8)=t¢
2 fAS 2 [Ad 2 24 2 /3 ) 12
s > > > (L
(t2+3 ):2 3+ ) 3"3(2t—3’

or

k2
Z L = 12 ey =y, (3.41)

Combining (3.34) and (3.41) with Schwarz’s inequality gives

1 21 — (& 1\ 120 \12
< A= — — ) <= —7/4
2 =4 Z a = n(Z 2ak) =< 4 ) ¢

k=1

o
=}
0.
=
o]
=
o
@
bt
o
—

~
i
o

~
[

»
3
g
o
<
[¢]

or

e, r=v,. (3.42)

Since the function

is strictly increasing for ¢ =0, and since, as is easily verified,
h{ln (n?[y*In?n)} >0
for all # sufficiently large, say # = #,, it follows from (3.42) that

y<In (n3/ytIn?n), % =n,.
Hence,

e ? ytln?n (lnn

2
77: 2 = 2”2 n ) > ngno; 7_2_7’05

which completes the proof. [ ]

4. Numerical Results and Applications
Asin (3.1), we set
— P (%)

e A

e

ly(m): = inf , n=1.

PE Mn—1

[0, + )
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By means of a modified Remez algorithm, the numbers {u, (#)}22, were computed,
and these, along with g, ()", are given in Table I. Now, from (2.10) of Theorem
2.4, we know that there is a § = 2 such that
- _ = 1 1
3—2]2 éy}ﬂloﬂn(%)””:gé;- (4.2)
and the computations of Table I appear to indicate that 5.828 = (3 —2 ]/5)‘1>
g > 2. The exact value of § satisfying (4.2) is, as yet, unknown.

Finally, if
- —% ]5”_ 1 (x) > S
U (n)=]e"% — T\ , where p,_,€m,  forall n=1, (4.3)
(1+3)
7/ 10, +oc0)
then the sequence of rational functions
{R, (2): = Lo=tZl f)n] (4.4)
(1 + ;':) jn:l

has attractive features in applications. Consider the numerical solution of the
linear system of ordinary differential equations

du(t)
———=—Au(t)+k t>0,
a ui)+e (4.5)
u(0) =1,
where % (£) = [u,(¢), ..., #,,(#)]" is a column vector with m components, and where

4 is a fixed real 7 xm positive definite symmetric matrix. Such systems arise (cf.
[1]) from semi-discretization of heat-conduction (parabolic) partial differential
equations. The solution of (4.5) is of course given explicitly by

u(t)=Ak+exp(—tA){uy— A1k}, forall =0, (4.6)
where exp (—tA): = D, (—tA)¥/k!.
k=0

Now, since R, (z) of (4.4) is an approximation of ¢™% then we consider approxi-

mating exp(—A4tA) by B, (A¢4): = (1+ A4 )_nﬁn_l(AtA). Thus, for fixed #
and fixed A¢, we compute
@ =A1k+ R, (AtA) - {w"V— A1k}, iz, (4.7)

as an approximation of u (rA¢), where »'®: = u,, or equivalently
At AN At A\ ~
) @)= (I + T) Akt p, (At A) "V —A1k) (48)

n

2

But, because of the particular factored form of the matrix on the left above, this
means that »?” can be obtained from the repeated inversion of

a4t 4 )
(I+ 7 >§z+1=§z, 0=l=n—1, (49)

n times, i.e., with g, set equal to the right-hand side of (4.8), then §:= w®,
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By way of contrast, suppose we consider the rational diagonal elemen‘cs

{R, (2)}nri0f the Padé tableofe™ Forexample,forn=1, wehave R, ,(2) =

z/2
1+z/2

which corresponds to the familiar Crank-Nicolson method. Except for n=1, the
denominator polynomial of R, ,(z) cannot be factored into linear factors with
real coefficients. Thus, without using complex arithmetic in programs, the trick of
(4.9) does not apply to the diagonal elements of the Padé table for ¢™*. (The same
is also true for the columns of the Padé table for ™).

Table 1. u,, (n) and ,un(n)”” for n==1, 2, ..., 20

Table 2. The best rational approximants

(3]

toe *on [0, + o),

n=1,2,3,...

n Hy, (1) thy, ()2 7 #y (1) thy, ()27
1 1.6028814 (—01) 0.160288147 1 9.2822998 (—06) 0.3487 50052
2 2.4903845 (—02) 0.157809522 12 2.1153046 (—06) 0.336600319
3 1.5053481 (—02) 0.246913981 13 1.2055989 (—06) 0.350516074
4 7.8532488 (—03) 0.297688693 14 7.3628381 (—07) 0.3646 96850
5 3.054 8645 (—03) 0.314049728 15 3.3980266 (—07) 0.3704 66103
6 8.8924284 (— 04) 0.310101250 16 1.0891014 (—07) 0.367127375
7 1.8931638 (—04) 0.2938 79826 17 2.6153555 (—08) 0.358073699
8 1.208 5124 (—04) 0.323803389 18 1.2841415 (—08) 0.364409451
9 6.9759507 (—05) 0.345285375 19 8.2506468 (—09) 0.375449929
10 2.9503793 (—05) 0.352361092 20 3.8517652 (—09) 0.379562252
:5,;—&‘)

,20

n—1 x\*
¥ 3 pkxk/(1+~), 0=w< o0
k=0 n

By kb Eoop,
‘ 2 —5.95239 (—02)
n=1 0 8.39712 (—01) 3 1.22381 (—02) 3 7.60573 (—03)

4 —5.83658 (—04
n=2 0  1.00342 (00) 83658 (— 6) 4 —1.44740 (—05)
1 —1.84921 (—01) 5 6.98659 (—06) s —4.44217 (—05)
n=7 0 1.00010 (00) 6 2.37422 (—06)
n=3 0O 1.01505 (00) 1 1.63536 (—03) 7 —3.97242 (—08)
1 —1.47810 (— 01 2 —7.83104 (—02) 8 1.73154 (—10)
2 —7.54906 (— ) 3 1.37824 (=02) 1,40 0  9.99970 (—01)
4 —8.84377 (— 04) 1 6.12819 (—04)
1 —8.01103 (—02) 6 141654 (— 07) 2 —5.17318 (—02)
2 —3.63367 (—02) 3 4.86157 (—03)
3 2'73204 ( O ) 7@-*—‘8 6] 999879 ( 01) 4 4-93454 (“04)
1 2.42874 (—03) 5 —1.03445 (—04)
n=15 0 1.00305 (00) 2 —6.91334 (—02) 6 6.14750 (—06)
1 —3.22190 (—02) 3 1.09653 (~—02) 7 —1.52943 (—07)
2 —6.37057 (—02) 4 —5.53498 (—04) 8  1.50234 (—09)
3 7.94757 (—03) 5 2.73992 (—06) 9 —4.49511 (—12)
—1. 1 &

4 1.95173 (—04) 6 3.24270 (—07) ne=11 0 9.99991 (—01)
n=6 O 1.00089 (00) 7 —3.59123 (=0 9) 1 1.82272 (—04)
1 —8.25181 (—03) n=9 0 9.99930 (— 2 —4.59285 (—02)
2 —7.69541 (—02) 1 1.42628 (— 03) 3 3.10113 (—03)
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¥ Z— pkxk/(l—i—%)n, 0= <o

k Pk k Pk k Pk
4 7.97368 (—04) 4 5.32491 (—04) 6  —3.46052 (—06)
5 —1.45376 (—04) 5  —6.37148 (—05) 7 6.35637 (—07)
6 0.85484 (—06) 6 4.99253 (—07) 8  —4.69944 (—08)
7 —3.22137 (—07) 7 3.66179 (—07) 9 1.99612 (—09)
8 5.03596 (—09) 8  —3.05510 (—08) 10 —5.17845 (—11)
9  —3.31060 (—11) 9 1.17541 (—09) 11 8.00911 (—13)
10 6.43305 (—14) 10 —2.46122 (—11) 12 —6.47842 (—15)
n=12 0 9.99998 (—01) 11 2.81994 (—13) 13 1.17617 (—17)
1 4.24783 (—06) 12 —1.65800 (—15) 14 2.01243 (—19)
2 —4.43899 (—02) 13 4.31030 (——18) 15 —1.42255 (— 21)
3 2.11804 (—03) 14 —3.44046 (—21) 16 3.17081 (—
4 896051 (—04) |m=16 O  1.00000 (00) 17 1.98125 (- 27)
5 —1.58586 (—04) 1 —3.28508 (—06) n=19 0 1.00000 (00)
6 1.16883 (—053) 2 —3.12356 (—02) 1 3.37266 (—07)
7 —4.53509 (—07) 3 1,28082 (—03) 2 —2.63179 (—02)
8 9.44473 (—09) 4 4.40814 (—04) 3 9.27984 (—04)
9  —9.94261 (—11) 5  —4.14134 (—05) 4 3.04895 (—04)
10 4.56488 (—13) 6  —2.30891 (—06) 5  —1.98828 (—05)
11 —6.36698 (—16) 7 6.22718 (—07) 6  —2.72510 (—06)
n=13 0  1.00000 (00) 8  —4.81096 (—08) 7. 466506 (—07)
1 —3.65962 (—05) 9 2.00258 (—09) 8 —2.95087 (-08)
2 —3.82096 (—02) 10 —4.93377 (—11) 9 8.62831 (—10)
3 172426 (— 03) 11 7.23565 (—13) 10 —1.68567 (—12)
4 799809 (—04) 12 6.08464 (—15) " 7.39101 (—13)
S 1.32273 (—04) 13 2.70471 (—17) 12 2.60709 (—14)
6 0.01093 (—06) 14 —5.42947 (—20) 13 —4.47406 (—16)
7 —3.03996 (—07) 15 3.41018 (—23) 14 4. 324;)9 (—18)
8 4.43966 (—09) n==17 0 1.00000 (00) :é ggagoé E zo;
9 6.67333 (—13) 1 —4.44128 (—07) 17 —8.88891 (—26)
10 —6.47489 (—13) 2 —2.94112 (—02) 3 6
1" 5.00278 (—15) : 115512 (—03) 1 3.64932 (—29)
12 —09.06540 (—18) 4 3.77595 (—04) n=20 0 1.00000 (00)
1 1.58826 (— 07)
n=14 0 1.00000 (00) 5  —2.82210 (—05) 2 —2.50010 (—02)
1 —2.25777 (— O 6  —3.59888 (—06) p
2 —3.56133 (— 7 7.23838 (—07) 3 '32253 (—04)
3 154431 (— 3> 8  —5.50912 (—08) v rssm (oh
4 6.57062 (— 9 2.49347 (~09) é —2.01334 E:oé;
5 —9.57607 (— os) 10 —6.92657 (—11) 07867 (—07)
6  4.65544 (—06) 11 121430 (—12) L o
7 1.14749 (—08) 12 1.31545 (—14) 9 - :3.75 67 §—~1O;
8§  —1.00707 (—08) 13 8.38314 (—17) 0 eroors (Zin
9 4.12048 (—10) 14 —2.87931 (—19) 1 —3.10009 (—12)
10 —7.36566 (—12) 15 4.53629 (—22) 12 8.79182 (—14)
11 6.20068 (—14) 16 —2.26565 (—25) 13 __1'55764 (—15)
2 ‘ﬁgggg E::gg n=18 0  1.00000 (00) 14 - 1.75023 (—17)
? : 1 5.21585 (—07) 15 —1.22288 (—19)
n=15 0 1.00000 (00) 2 —2.77810 (—02) 16 5.06153 (—22)
1 —1.01744 (—03) 3 1.03586 (—03) 17 —1.13746 (—24)
2 —3.32873 (~—02) 4 3.35477 (—04) 18 1.18145 (—27)
3 1.40945 (—03) 5  —2.23188 (—05) 19 —3.91976 (—31)
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