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Abstract

This paper is concerned with the solution of large-scale linear discrete ill-posed problems. The determination of a meaningful approximate solution of these problems requires regularization. We discuss regularization by the Tikhonov method and by truncated iteration. The choice of regularization matrix in Tikhonov regularization may significantly affect the quality of the computed approximate solution. The present paper describes the construction of square regularization matrices from finite difference equations with a focus on the boundary conditions. The regularization matrices considered have a structure that makes them easy to apply in iterative methods, including methods based on the Arnoldi process. Numerical examples illustrate the properties and effectiveness of the regularization matrices described.
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1. Introduction

We are concerned with the computation of an approximate solution of linear systems of equations of the form

$$Ax = b, \quad A \in \mathbb{R}^{n \times n}, \quad x, b \in \mathbb{R}^n,$$

with a large matrix $A$ with many singular values of different orders of magnitude close to the origin. In particular, $A$ is severely ill-conditioned and may be singular. Linear systems of equations with a matrix of this kind often are referred to as linear discrete ill-posed problems. They arise, for instance, from the discretization of linear ill-posed problems, such as Fredholm integral equations of the first kind with a smooth kernel. The right-hand side vector $b$ of
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linear discrete ill-posed problems that occur in applications typically represents measured data and often is contaminated by an unknown error \( e \in \mathbb{R}^n \). We will assume the matrix \( A \) to be square; however, our discussion easily can be modified to allow \( A \in \mathbb{R}^{m \times n} \) with \( m \neq n \). Inconsistent systems (1) are treated as least-squares problems.

Let \( \hat{b} \in \mathbb{R}^n \) denote the unknown noise-free vector associated with \( b \), i.e.,
\[
\hat{b} = b + e,
\]
and let \( \hat{x} \) be the solution of the unavailable linear system of equations
\[
Ax = \hat{b},
\]
which we assume to be consistent. If \( A \) is singular, then \( \hat{x} \) denotes the solution of (3) of minimal Euclidean norm.

Let \( A^\dagger \) denote the Moore-Penrose pseudoinverse of \( A \). The solution of (1), given by
\[
A^\dagger b = A^\dagger \hat{b} + A^\dagger e = \hat{x} + A^\dagger e,
\]
typically is a useless approximation of \( \hat{x} \) due to severe propagation of the error \( e \). This depends on the large norm of \( A^\dagger \). Therefore, one generally replaces the linear system (1) by a nearby problem, whose solution is less sensitive to the error \( e \). This replacement is known as regularization. One of the most popular regularization methods is due to Tikhonov. This method replaces (1) by the minimization problem
\[
\min_{x \in \mathbb{R}^n} \{ \| Ax - b \|^2 + \mu \| Lx \|^2 \},
\]
where \( \| \cdot \| \) denotes the Euclidean vector norm, the matrix \( L \in \mathbb{R}^{k \times n}, 1 \leq k \leq n \), is referred to as the regularization matrix, and the scalar \( \mu > 0 \) as the regularization parameter; see, e.g., [3, 14, 15, 18]. We assume that the matrices \( A \) and \( L \) satisfy
\[
\mathcal{N}(A) \cap \mathcal{N}(L) = \{ 0 \},
\]
where \( \mathcal{N}(M) \) denote the null space of the matrix \( M \). Then, for any \( \mu > 0 \), the minimization problem (4) has the unique solution
\[
x_\mu = (A^T A + \mu L^T L)^{-1} A^T b,
\]
where the superscript \( T \) denotes transposition. The value of \( \mu \) determines how sensitive \( x_\mu \) is to the error in \( b \) and how small the residual error \( b - Ax_\mu \) is. A suitable value of \( \mu \) generally is not explicitly known and has to be determined during the solution process.

Minimization problems (4) of small to moderate size can be conveniently solved with the aid of the Generalized Singular Value Decomposition (GSVD) or a related factorization of the matrix pair \( \{ A, L \} \); see [13, 18]. The regularization matrices discussed in this paper can be applied in this context; however, our primary aim is to develop new square regularization matrices that are convenient to use in an iterative method for the solution of large-scale minimization
problems (4) as well as in iterative methods that regularize by truncated iteration.

Common choices of \( L \) for linear systems of equations (1) that are obtained by the discretization of Fredholm integral equations of the first kind in one space-dimension are the identity matrix \( I \), as well as scaled finite difference approximations of the first derivative

\[
L = \frac{1}{2} \begin{bmatrix}
1 & -1 & 0 \\
1 & -1 & 0 \\
0 & 1 & -1 \\
\end{bmatrix} \in \mathbb{R}^{(n-1) \times n} \tag{6}
\]

and of the second derivative

\[
L = \frac{1}{4} \begin{bmatrix}
-1 & 2 & -1 & 0 \\
-1 & 2 & -1 & 0 \\
0 & -1 & 2 & -1 \\
\end{bmatrix} \in \mathbb{R}^{(n-2) \times n} \tag{7}
\]

These matrices damp fast oscillatory components of a vector \( x \) in (4) more than slowly oscillatory components. The regularization matrices (6) and (7) therefore are referred to as smoothing regularization matrices. Here we think of vectors \( x \) as discretizations of continuous real-valued functions. A vector is said to have a fast oscillatory component if it is the discretization of a function with a fast oscillatory component. The application of a smoothing regularization matrix is beneficial when the desired solution is smooth.

The regularization matrix \( L \) should be chosen so that important known features of the desired solution \( \hat{x} \) of (3) can be represented by vectors in \( \mathcal{N}(L) \), because then these features are not damped by \( L \) in (4). For instance, when the solution is known to be the discretization at equidistant points of a smooth monotonically increasing function, whose graph has small curvature, it may be appropriate to use the regularization matrix (7), because its null space contains the discretization of linear functions.

A Tikhonov regularization problem (4) is said to be in general form when \( L \neq I \) and in standard form when \( L = I \). Large-scale regularization problems in standard form can be conveniently solved by Krylov subspace methods, because the Krylov subspace generated is independent of the regularization parameter \( \mu > 0 \). This is important since the minimization problem (4) typically has to be solved for several values of \( \mu \) in order to determine an appropriate value. It therefore is attractive to transform large-scale Tikhonov minimization problems in general form (4) to standard form before applying an iterative Krylov subspace method, provided that this transformation can be carried out fairly inexpensively.

We outline the transformation to standard form described by Eldén [15]. Let \( L^\dagger \) denote the Moore-Penrose pseudoinverse of \( L \), introduce the \( A \)-weighted...
pseudoinverse of \(L\),
\[
L_A^\dagger = (I - (A(I - L^\dagger L))^\dagger A) L^\dagger \in \mathbb{R}^{n \times k},
\] (8)
and define the vectors
\[
\bar{x} = Lx, \\
x^{(0)} = (A(I - L^\dagger L))^\dagger b, \\
\bar{b} = b - Ax^{(0)}.
\]
Eldén [15] showed that the Tikhonov regularization problem in general form (4) is equivalent to the minimization problem in standard form,
\[
\min_{\bar{x} \in \mathbb{R}^k} \{\|AL_A^\dagger \bar{x} - \bar{b}\|^2 + \mu\|\bar{x}\|^2\}.
\] (9)
The solution (5) of (4) can be recovered from the solution \(\bar{x}_\mu\) of (9) according to
\[
x_\mu = L_A^\dagger \bar{x}_\mu + x^{(0)}.
\] (10)
Moreover,
\[
\|AL_A^\dagger \bar{x}_\mu - \bar{b}\| = \|Ax_\mu - b\|.
\]
We are concerned with the iterative solution of large-scale problems (9). Despite the complexity (8) of \(L_A^\dagger A\), the evaluation of matrix-vector products with the matrices \(L_A^\dagger\) and \(AL_A^\dagger A\) is feasible when \(L\) is a banded matrix with small bandwidth and has an explicitly known null space, or when \(L\) can be diagonalized efficiently by a fast trigonometric transform; see, e.g., [25] for many examples. Under these circumstances, the evaluation of a matrix-vector product with one of the matrices \(L_A^\dagger\) or \(AL_A^\dagger A\) requires only one matrix-vector product evaluation with \(A\).
An alternative to the solution of (9) by an iterative method is to apply the iterative method to the approximate solution of
\[
AL_A^\dagger \bar{x} = \bar{b}.
\] (11)
Regularization is achieved by truncated iteration; iteration is terminated before significant propagation of the error in \(b\) occurs.

When the regularization matrix is rectangular, such as (6) and (7), Krylov subspace methods based on partial Lanczos bidiagonalization of \(AL_A^\dagger A\) can be applied. Each step of Lanczos bidiagonalization requires the evaluation of one matrix-vector product with \(A\) and one with \(A^T\). On the other hand, square regularization matrices allow the use of Krylov subspace methods based on the Arnoldi process. Each step of the Arnoldi process only demands the evaluation of one matrix-vector product with \(A\). For many linear discrete ill-posed problems (1), solution methods for (4) based on the Arnoldi process require fewer matrix-vector product evaluations than solution methods based on partial Lanczos bidiagonalization; see [4, 5, 20, 25] for illustrations. We therefore are interested in the derivation of square regularization matrices. Several approaches to
construct square regularization matrices are discussed in [6, 7, 11, 25]. An iterative scheme by Hansen and Jensen [19] allows the application of a rectangular regularization matrix with the Arnoldi process, but does not allow straightforward evaluation of the norm of the residual error associated with each iterate; computation of the residual norm requires the evaluation of an additional matrix-vector product. Knowledge of the residual norm is important when the regularization parameter $\mu$ is determined by the discrepancy principle or by the L-curve criterion. A generalized Arnoldi-Tikhonov method that allows a rectangular regularization matrix is also discussed in [16].

The present paper discusses extensions of the finite difference matrices (6) and (7) to square matrices $L$ by imposing boundary conditions. Section 2 first reviews properties of the square regularization matrices obtained by incorporating Dirichlet or Neumann boundary conditions with the finite difference matrix (7), and then turns to the application of antireflective and high-order boundary conditions. All of these boundary conditions have previously been used to modify the blurring matrix in image deblurring problems; see [10, 23, 26]. Discussion of antireflective and high-order boundary conditions in the context of regularization matrices is believed to be new. Section 3 is concerned with some generalizations, such as square regularization matrices obtained by incorporation of boundary conditions to the regularization matrix (6) and invertible regularization matrices. Computed examples are presented in Section 4 and concluding remarks can be found in Section 5.

2. Boundary conditions for second order difference matrices

This section discusses how boundary conditions can be used to determine square regularization matrices from the rectangular matrix (7). First the classical Dirichlet and Neumann boundary conditions are considered. This is followed by discussions on antireflective and high-order boundary conditions, which were introduced in [26] and [10], respectively. We apply the boundary conditions to the standard finite difference discretization of the second derivative and investigate the spectral factorization of the associated finite difference matrix. Our work is inspired by the investigation by Strang [27].

2.1. Classical boundary conditions

Consider the regularization matrix (7). The interior rows (rows 2 to $n - 1$) of the new regularization matrices to be determined agree with the corresponding rows of (7). The boundary conditions determine the first and last rows.

We first briefly digress to boundary value problems for the Poisson equation on the interval $[0, \pi]$. The solution $u$ is required to satisfy suitable boundary conditions, such as the Dirichlet conditions $u(0) = u(\pi) = 0$ or the Neumann conditions $u'(0) = u'(\pi) = 0$, where $'$ denotes differentiation. We may, of course, impose the Dirichlet condition at one end point and the Neumann condition at the other one. One also may require $u$ to satisfy linear combinations of the Dirichlet and Neumann conditions, such as $u(0) + u'(0) = 0$. 
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These boundary conditions have discrete analogues that can be prescribed to solutions $u = [u_0, \ldots, u_{n-1}]^T \in \mathbb{R}^n$ of the discretized Poisson equation. Here $u_j \approx u(t_j)$, where $t_j = \pi j/n$, $0 \leq j \leq n - 1$. There is an even larger variety of meaningful boundary conditions for the discrete problem than for the continuous one; Strang [27] remarks that “The discrete case has a new level of variety and complexity, often appearing in the boundary conditions.”

Dirichlet boundary conditions at both end points correspond to $u_{-1} = 0$ and $u_n = 0$. Discretization of the negative second derivative by the standard three-point finite difference stencil and the above boundary conditions yield the second order difference matrix

$$L_D = \begin{bmatrix}
2 & -1 & 0 & \ldots & 0 \\
-1 & 2 & -1 & \ddots & \ddots \\
0 & \ldots & 0 & -1 & 2
\end{bmatrix}. \tag{12}$$

The spectral factorization of $L_D$ is well known. Let $S^{(n)} = [s_{ij}^{(n)}]$ be the discrete sine transform (DST) matrix of order $n$. Its entries are

$$s_{ij}^{(n)} = \sqrt{\frac{2}{n+1}} \sin \left( \frac{ij\pi}{n+1} \right), \quad i, j = 1, 2, \ldots, n.$$ 

Then

$$L_D = (S^{(n)})^T \text{diag}(z(t)) S^{(n)}, \tag{13}$$

where $t = [t_1, t_2, \ldots, t_n]^T$, $t_j = \frac{j\pi}{n+1}$, $j = 1, 2, \ldots, n$, and

$$z(t) = 2 - 2\cos(t) = -e^{-it} + 2 - e^{it}, \quad i = \sqrt{-1}. \tag{14}$$

Thus, the eigenvalues of the matrix (12) are a uniform sampling of the function (14) in $(0, \pi)$. In the classical context of Toeplitz matrix theory, this function is the symbol of the matrix (12); it is defined by the entries of an inner row of the matrix.

The discrete analogue of the Neumann boundary condition can be implemented in two ways: we may require symmetry about the mesh point or symmetry about the midpoint. The latter approach corresponds to $u_{-1} = u_0$ and $u_n = u_{n-1}$, (15) and leads to the difference matrix

$$L_R = \begin{bmatrix}
1 & -1 & 0 & \ldots & 0 \\
-1 & 2 & -1 & \ddots & \ddots \\
0 & \ldots & 0 & -1 & 2
\end{bmatrix}. \tag{16}$$
This matrix can be diagonalized with the aid of the discrete cosine transform DCT-2; see [27]. We will refer to this transform simply as DCT. It is defined by the matrix

\[
C^{(n)} = \begin{bmatrix} c^{(n)}_{ij} \end{bmatrix} \in \mathbb{R}^{n \times n}
\]

with entries

\[
c^{(n)}_{ij} = \sqrt{\frac{2}{n}} \delta_{i,1} \cos \left( \frac{(i-1)(2j-1)\pi}{2n} \right), \quad i, j = 1, 2, \ldots, n,
\]

where \( \delta_{i,1} = 1 \) if \( i = 1 \) and zero otherwise. The spectral factorization of \( L_R \) is given by

\[
L_R = (C^{(n)})^T \text{diag}(z(t))C^{(n)},
\]

where

\[
t = [t_1, t_2, \ldots, t_n]^T, \quad t_i = \frac{(i-1)\pi}{n}, \quad i = 1, 2, \ldots, n.
\]

The matrix \( L_R \) has the eigenvalues

\[
\lambda_i = [C^{(n)}(L_R e_1)]_i / [C^{(n)} e_1]_i = \sqrt{\frac{n}{2 - \delta_{i,1}}} [C^{(n)}(L_R e_1)]_i.
\]

In particular, \( 1 = [1, 1, \ldots, 1]^T \) is an eigenvector associated with the eigenvalue zero. Thus, \( L_R \) is singular.

We may apply different boundary conditions at the left and right end points. The matrix

\[
L_{DR} = \begin{bmatrix} 2 & -1 & 0 & \ldots & 0 \\
-1 & 2 & -1 & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \ldots & 0 & -1 & 2 \\
0 & \ldots & 0 & 1 & -1 \\
\end{bmatrix}
\]

(18)

corresponds to applying the Dirichlet boundary condition at the left end point and the Neumann boundary condition at the right one. Similarly, the matrix

\[
L_{RD} = \begin{bmatrix} 1 & -1 & 0 & \ldots & 0 \\
-1 & 2 & -1 & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \ldots & 0 & -1 & 2 \\
0 & \ldots & 0 & 1 & -1 \\
\end{bmatrix}
\]

(19)

is obtained when using the Neumann condition at the left end point and the Dirichlet condition at the right one. Both the matrices \( L_{DR} \) and \( L_{RD} \) are invertible and can be diagonalized by trigonometric transforms; for instance, \( L_{RD} \) can be diagonalized by the DCT-8 transform.

The \( A \)-weighted pseudoinverse (8) simplifies to \( L^{-1} \) when \( L \) is invertible. This makes it attractive to use invertible regularization matrices, such as (18) and (19), which were considered in [7]. Clearly, \( L_{DR} \) is effective only if the desired solution \( \hat{x} \) vanishes at the left end point, while \( L_{RD} \) is effective only if \( \hat{x} \) is zero at the right end point. Similarly, \( L_D \) performs well if \( \hat{x} \) vanishes
at both end points. These observations are illustrated by computed results in [7]. Indeed, it is evident from the shape of \( \hat{x} \) that \( L_D \) is the best regularization matrix for Examples 1, 3, and 4 of [7], while \( L_{DR} \) is the best regularization matrix for Examples 2 and 5. We remark that \( L_D \) is very effective for Example 4 in [7], not only because the desired solution \( \hat{x} \) vanishes at both end points, but also because it is a uniform sampling of a scalar multiple of the function \( \sin(t) \), \( t \in [0, \pi] \). Indeed, the spectral factorization (13) of \( L_D \) shows that the eigenvector associated with the smallest eigenvalue, \( 2\cos(\frac{\pi}{n+1}) \), is given by
\[
\left[ \sin\left(\frac{\pi}{n+1}\right), \sin\left(\frac{2\pi}{n+1}\right), \ldots, \sin\left(\frac{n\pi}{n+1}\right) \right]^T,
\]
which is a uniform sampling of \( \sin(t) \), \( t \in [0, \pi] \). Therefore, the desired solution is recovered quite accurately.

2.2. Antireflective boundary conditions

The symmetry imposed by Neumann boundary conditions (15) preserves the continuity of the solution at the boundary. Serra Capizzano [26] proposed an antisymmetric extension,
\[
-u_{-1} - u_0 = u_0 - u_1 \quad \text{and} \quad u_n - u_{n-1} = u_{n-1} - u_{n-2},
\]
which preserves both the continuity of the solution and of its first derivative at the boundary. For a recent survey on antireflective boundary conditions; see [12]. These boundary conditions give rise to the second difference matrix
\[
L_{AR} = \begin{bmatrix}
0 & 0 & 0 & \ldots & 0 \\
-1 & 2 & -1 & \ddots & \ddots \\
& \ddots & \ddots & \ddots & \ddots \\
& & -1 & 2 & -1 \\
0 & \ldots & 0 & 0 & 0
\end{bmatrix},
\]
(20)
Zero-padding of the finite difference matrices (6) and (7) has previously been proposed in [25] without using the connection to antireflective boundary conditions.

The matrix \( L_{AR} \) is not normal and therefore cannot be diagonalized by a unitary similarity transformation. Nevertheless, it is shown in [1] that the eigenvector matrix of \( L_{AR} \) is a modification of a unitary matrix with a structure that makes fast diagonalization possible. Specifically, the eigenvector matrix of \( L_{AR} \) can be chosen as
\[
T_{AR} = \begin{bmatrix}
\frac{1}{\sqrt{n}} \mathbf{1} & \mathbf{0}^T & S^{(n-2)} & \mathbf{p}
\end{bmatrix},
\]
(21)
where \( S^{(n)} \) denotes the DST matrix of order \( n \) as in (13) and
\[
\mathbf{p} = [p_1, p_2, \ldots, p_n]^T, \quad p_i = \sqrt{\frac{n(2n-1)}{6(n-1)}} \left( \frac{i-1}{n-1} \right).
\]
The vector \( \mathbf{p} \) is a uniform sampling of a linear function scaled so that \( \| \mathbf{p} \| = 1 \). It is shown in [1] that the inverse of (21) has a structure similar to that of \( T_{AR} \). For the computations of the present paper, we only need to be able to evaluate matrix-vector products with the inverse rapidly. This can be done by applying the Sherman-Morrison-Woodbury formula and the DST. The latter can be applied because columns 2 through \( n - 1 \) of \( T_{AR} \) are uniform samplings of sine functions. The computations are analogous to those described in [10]; see also the following subsection. Note that we can safely apply the Sherman-Morrison-Woodbury formula, because \( T_{AR} \) is a low-rank correction of a unitary matrix. Therefore, the computations are stable.

The spectral decomposition of \( L_{AR} \) is given by

\[
L_{AR} = T_{AR}D_{AR}T_{AR}^{-1}, \quad D_{AR} = \text{diag}(z(t)),
\]

(22)

where

\[
t = [t_1, t_2, \ldots, t_n]^T, \quad t_i = \frac{i - 1}{n - 1} \pi, \quad i = 1, 2, \ldots, n - 1; \quad t_n = 0.
\]

We note that

\[
N(L_{AR}) = \text{span}\{\mathbf{1}, \mathbf{p}\}.
\]

(23)

Therefore, \( L_{AR} \) should be a more effective smoothing matrix than \( L_D, L_{DR}, \) and \( L_{RD} \) when the desired solution \( \hat{\mathbf{x}} \) has a significant linear component.

The regularization matrix \( L_{AR} \) can be applied conveniently as follows. We compute the QR factorization of the transpose of the matrix (7). This can be done efficiently in only \( O(n) \) arithmetic floating-point operations. The QR factorization and knowledge of \( N(L_{AR}) \) can be used to evaluate matrix-vector products with the Moore-Penrose pseudoinverse \( L_{AR}^\dagger \) inexpensively; see [25, Proposition 2.1]. Moreover, matrix-vector products with the matrices \( L_A^\dagger \) and \( AL_A^\dagger \) can be computed quite cheaply. Hence, we can solve (9) or (11) by an Arnoldi-type method and the main computational expense typically is the evaluation of matrix-vector products with the matrix \( A \).

2.3. High-order boundary conditions

The regularization matrix (20) is well suited for Tikhonov regularization (4) when the desired solution \( \hat{\mathbf{x}} \) of (3) has a significant linear component. This section discusses a generalization that is well suited for the situation when \( \hat{\mathbf{x}} \) is known to be close to other kinds of functions, such as a quadratic or an exponential function. The basic idea is to replace the samplings of the constant and linear functions in (22) by samplings of functions that are close to \( \hat{\mathbf{x}} \). This approach has been applied in [10] in the context of image deblurring to modify the blurring matrix. It illustrates an approach suggested by Strang, who at the very end of [27] writes “We hope that the eigenvector approach will suggest more new transforms, and that one of them will be fast and visually attractive.” This section defines a regularization matrix \( L_H \) with desirable properties by prescribing its eigenvectors and eigenvalues.
Since we are considering a symmetric regularization matrix (the second difference matrix), we use the cosine basis as our starting point. However, a similar approach can be implemented by applying the Fourier basis when the regularization matrix is not symmetric. Let \( C(n) \) denote the DCT matrix of order \( n \) as in (17). Up to normalization, the \((j + 1)\)st column of \((C(n-2))T\) is \([\cos(jt_1), \cos(jt_2), \ldots, \cos(jt_{n-2})]^T\), where

\[
t_i = \frac{2i - 1}{2n - 4} \pi, \quad i = 1, 2, \ldots, n - 2.
\]  

(24)

It is convenient to also define the grid points

\[
t_0 = -\frac{\pi}{2n - 4}, \quad t_{n-1} = \frac{2n - 3}{2n - 4} \pi.
\]  

(25)

Then the \( t_i \) are equidistant nodes in the interval \([t_0, t_{n-1}]\).

Introduce the vectors

\[
c_i = [c_i, 1, c_i, 2, \ldots, c_i, n-2]^T, \quad i \in \{0, n-1\},
\]

with entries

\[
c_{i,j} = \sqrt{\frac{2 - \delta_{j,1}}{n - 2}} \cos((j - 1)t_i).
\]

It follows from \( t_{n-1} = \pi - t_0 \) that \( c_{n-1,j} = (-1)^{j-1}c_{0,j} \) for \( 1 \leq j \leq n - 2 \).

Define the vectors

\[
h_1 = [h_{1,0}, h_{1,1}, \ldots, h_{1,n-1}]^T, \quad h_2 = [h_{2,0}, h_{2,1}, \ldots, h_{2,n-1}]^T.
\]

In our application, these vectors will be samplings of real-valued functions \( h_1 \) and \( h_2 \) at the \( n \) equidistant nodes (24)–(25), i.e.,

\[
h_1 = [h_1(t_0), h_1(t_1), \ldots, h_1(t_{n-1})]^T, \quad h_2 = [h_2(t_0), h_2(t_1), \ldots, h_2(t_{n-1})]^T.
\]

Introduce the eigenvector matrix for \( L_H \),

\[
T_H = \begin{bmatrix} h_1 \\ c_0^T \\ (C(n-2))^T \\ C_{n-1}^T \end{bmatrix} h_2,
\]  

(26)

where the eigenvectors \( h_1 \) and \( h_2 \) should be chosen so that the matrix \( T_H \) is invertible. The regularization matrix \( L_H \) is given by

\[
L_H = T_H D_H T_H^{-1},
\]  

(27)

where \( D_H = \text{diag}(z(s)) \) and \( z(s) \) is the symbol (14) evaluated at

\[
s = [s_1, s_2, \ldots, s_n]^T, \quad s_i = \frac{i - 2}{n - 2} \pi, \quad i = 2, 3, \ldots, n - 1; \quad s_1 = s_n = 0.
\]

The eigenvalues \( z(s_i) \) of \( L_H \) vanish. Therefore, the vectors \( h_1 \) and \( h_2 \) are in \( \mathcal{N}(L_H) \). The remaining eigenvalues \( z(s_i), i = 2, 3, \ldots, n - 1, \) of \( T_H \)
are the eigenvalues of the matrix $L_R$ of order $n - 2$; cf. (16). In particular, $z(s_2) = 0$ and it follows that $1$ is an eigenvector. Thus,

$$N(L_H) = \text{span}\{1, h_1, h_2\}. \quad (28)$$

If the functions $h_1$ and $h_2$ are smooth, then the spectral decomposition (27) defines a smoothing regularization matrix. We expect the regularization matrix $L_H$ to yield a better approximation of $\hat{x}$ than the matrix $L_{AR}$ for properly chosen vectors $h_1$ and $h_2$. This is illustrated in Section 4.

2.4. Computation with $L_H^+$

This subsection describes how the Tikhonov minimization problem

$$\min_{x \in \mathbb{R}^n} \left\{ \|Ax - b\|^2 + \mu \|L_Hx\|^2 \right\} \quad (29)$$

can be solved. The solution method can be used for the regularization matrix $L_{AR}$ as well, and we include this matrix in our discussion.

Let $X \in \{AR, H\}$. The eigenvector matrix $T_X$ for $L_X$ is not orthogonal; however, it is almost orthogonal in the following sense.

**Proposition 1.** Let $X \in \{AR, H\}$. Then $T_X$ is a rank-2 modification of an orthogonal matrix. Let $P = [0 | I_{n-2} | 0]_{(n-2) \times n}$, where $I_{n-2}$ is the identity matrix of order $n - 2$. Then

$$PT_X^{-1}P^T = PT_X^TP^T + R_X \quad (30)$$

for a matrix $R_X$ with

$$\text{rank}(R_X) = \begin{cases} 
0 & \text{if } X = AR, \\
2 & \text{if } X = H.
\end{cases}$$

**Proof.** The fact that $T_X$ is a rank-2 modification of an orthogonal matrix follows from (21) and (26). Property (30) is a consequence of [1, eq. (14)] and [10, Theorem 3.1]. \qed

The regularization matrices $L_H$ and $L_{AR}$ have the spectral factorizations

$$L_X = T_X D_X T_X^{-1}, \quad X \in \{AR, H\} \quad (31)$$

with nonsingular eigenvector matrices $T_X$; see (22) and (27). The null space of $L_X$ is given by (23) or (28), and is of small dimension.

**Proposition 2.** Let $X \in \{AR, H\}$. The Moore-Penrose pseudoinverse of the matrix $L_X \in \mathbb{R}^{n \times n}$ is given by

$$L_X^+ = P_{N(L_X)}^\perp T_X D_X^\perp T_X^{-1} P_{R(T_X D_X)}, \quad (32)$$

where $D_X^\perp$ denotes the Moore-Penrose pseudoinverse of the matrix $D_X$, $P_Y$ is the orthogonal projector onto the subspace $Y$, $P_Y^\perp$ the orthogonal projector onto the orthogonal complement of $Y$, and $R(M)$ stands for the range of the matrix $M$. 
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Proof. The fact that the matrix $L_X^\dagger$ defined by (32) is a pseudoinverse can be shown in a variety of ways, e.g., by showing that $L_X^\dagger$ satisfies the requirements of the definition in [9]. We present a proof that shows how $L_X^\dagger$ can be applied in computations.

Let $d \in \mathbb{R}^n$. The solution of minimal Euclidean norm of the least-squares problem
\[
\min_{y \in \mathbb{R}^n} \|L_X y - d\|
\]
(33)
is given by $L_X^\dagger d$. The least-squares problem (33) is equivalent to the linear system of equations
\[
L_X y = P_{R(T_X D_X)} d.
\]
We will construct $P_{R(T_X D_X)}$ by using that $R(T_X D_X)$ is orthogonal to $N(D_X T_X^\dagger)$. Let $D_X = \text{diag}[d_1, d_2, \ldots, d_n]$ and define the index set
\[
I_{D_X} = \{j : d_j = 0\}.
\]
This set contains only few elements; $I_{D_{AR}}$ contains two indices and $I_{D_H}$ contains three; cf. (22) and (28).

Let $e_j = [0, \ldots, 0, 1, 0, \ldots, 0]^T$ denote the $j$th axis vector in $\mathbb{R}^n$. Then
\[
N(D_X T_X^\dagger) = \{T_X^{-T} e_j : j \in I_D_X\}.
\]

The Gram–Schmidt process can be applied to determine an orthonormal basis for $N(D_X T_X^\dagger)$. The structure of the matrix $T_X$ makes it possible to determine the required vectors $T_X^{-T} e_j$ inexpensively. Each vector $T_X^{-T} e_j$ can be computed in only $O(n \log n)$ arithmetic floating-point operations; see Subsections 2.2 and 2.3. Moreover, the matrix $T_{AR}^{-1}$ is explicitly known (see [1]) and, therefore, the determination of $T_{AR}^{-T} e_j$ does not require any computations.

Let the columns of the matrix $Q_{N(D_X T_X^\dagger)}$ form an orthonormal basis for $N(D_X T_X^\dagger)$. Then
\[
P_{R(T_X D_X)} = I - Q_{N(D_X T_X^\dagger)} Q_{N(D_X T_X^\dagger)}^T.
\]
(34)

Introduce the Moore-Penrose pseudoinverse
\[
D_X^\dagger = \text{diag}[d_1^\dagger, d_2^\dagger, \ldots, d_n^\dagger], \quad d_j^\dagger = \begin{cases} 1/d_j & j \notin I_{D_X}, \\ 0 & j \in I_{D_X}. \end{cases}
\]

Then $T_X D_X^\dagger T_X^{-1} P_{R(T_X D_X)} d$ is a solution of (33). The minimal-norm solution is orthogonal to
\[
N(L_X) = N(D_X T_X^{-1}) = \{T_X e_j : j \in I_{D_X}\}.
\]
(35)

A basis for $N(L_X)$ can be determined without any computations and be orthonormalized by the modified Gram–Schmidt process. Let the columns of the matrix $Q_{N(L_X)}$ be made up of the orthonormal basis so obtained. Then
\[
P_{N(L_X)}^\perp = I - Q_{N(L_X)} Q_{N(L_X)}^T.
\]
(36)
It follows that the minimal-norm solution of (33) is given by
\[ y = P_{N(L_X)}^\perp T_X D_X^1 T_X^{-1} P_{R(T_X D_X)} d. \]
This shows (32).

A matrix-vector product with the matrix \( L_X^1 \) can be evaluated in only \( O(n) \) arithmetic floating-point operations by using the representations (32), (34), and (36), provided that the matrices \( Q_N(D_X T_X^T) \) and \( Q_N(L_X) \) in (34) and (36) are available. These matrices can be determined in at most \( O(n \log n) \) arithmetic floating-point operations as indicated in the proof of Proposition 2. Moreover, since \( N(L_X) \) is explicitly known, we can evaluate matrix-vector products with the matrices \( L_A^1 \) and \( A L_A^1 \), where \( L_A^1 \) is given by (8), quite efficiently. This makes it feasible to solve (9) and (11) by an iterative method based on the Arnoldi process when the regularization matrix is given by (27).

We note that we may proceed similarly when using the regularization matrix \( L_{AR} \) as with the matrix \( L_H \). However, it is generally attractive to instead exploit the structure of the matrix \( L_{AR} \) and organize the computations as outlined in the paragraph following equation (23).

3. First order differences and invertible regularization matrices

In the above section, second order difference matrices were used to describe how boundary conditions can be applied to determine square regularization matrices. This approach to define banded square regularization matrices can be applied to difference matrices of any order. However, when regularization matrices associated with odd order differences are modified by imposing Neumann or antireflective boundary conditions, the resulting banded matrices will not be diagonalizable by discrete cosine or sine transforms. When high-order boundary conditions are used for regularization matrices defined by odd order differences, the inner part of the eigenvector matrix \( T_H \) in (26) has to be defined with the aid of the discrete Fourier transform instead of the cosine transform [10].

This section briefly describes first order difference matrices, including the construction of invertible square regularization matrices. A related approach to determine invertible second order difference matrices also is commented on.

The following invertible forward and backward finite difference matrices have been proposed in [7]:

\[
F_{FR} = \begin{bmatrix}
1 & -1 & 0 & \ldots & 0 \\
1 & -1 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
1 & -1 & \ldots & 0 & \alpha \\
0 & \ldots & 0 & 0 & \alpha
\end{bmatrix},
F_{BR} = \begin{bmatrix}
\alpha & 0 & 0 & \ldots & 0 \\
-1 & 1 & 0 & \ddots & \vdots \\
\ddots & \ddots & \ddots & \ddots & \vdots \\
-1 & 1 & 0 & \ddots & \vdots \\
0 & \ldots & 0 & -1 & 1
\end{bmatrix}.
\]

When \( \alpha = 0 \), the above matrices are equivalent and correspond to the use of Neumann boundary conditions at both end points. The application of these
matrices with $\alpha = 0$ in iterative methods is discussed in [25, Section 2.1]. Invertible regularization matrices can be obtained by letting $\alpha > 0$. The vanishing eigenvalue is replaced by an eigenvalue $\alpha$. Regularization matrices $F_{FR}$ and $F_{BR}$ with $\alpha > 0$ are considered in [7]. Following [7], we will use $\alpha = 10^{-8}$ in the computed examples of Section 4. The matrices $F_{FR}$ and $F_{BR}$ cannot be diagonalized by the discrete cosine transform since they are not symmetric.

Invertible second difference matrices can be constructed similarly as $F_{FR}$ and $F_{BR}$. For instance, we may append and prepend rows to the regularization matrix (7) to obtain

$$L_{AR}(\alpha) = \begin{bmatrix} \alpha & 0 & 0 & \ldots & 0 \\ -1 & 2 & -1 & \ldots & \ldots \\ \ldots & \ldots & \ddots & \ldots & \ldots \\ -1 & \ldots & \ldots & 2 & -1 \\ 0 & \ldots & 0 & 0 & \alpha \end{bmatrix}, \quad \alpha > 0.$$ 

Thus, $L_{AR}(0) = L_{AR}$. The two vanishing eigenvalues of $L_{AR}(0)$ are replaced by $\alpha$.

Turning to high-order boundary conditions, we define, analogously to (27),

$$L_H(\alpha) = T_H D_H(\alpha) T_H^{-1}.$$ 

Here the matrix $T_H$ is the same as in (27) and the diagonal matrix $D_H(\alpha)$ is obtained by replacing the three vanishing eigenvalues, $z(s_1), z(s_2)$ and $z(s_n)$, of the matrix $D_H$ in (27) by $\alpha$. In particular, $L_H(0) = L_H$.

4. Numerical examples

We present a few computed experiments where we solve linear discrete ill-posed problems. Most of the examples are from the Regularization Tools package by Hansen [17]. The desired solution $\hat{x}$ and the error-free right-hand side $\hat{b}$ are available in all examples. The noise vector $e$ has normally distributed entries with zero mean. The variance of the entries is chosen so that $e$ achieves a specified noise level

$$\nu = \frac{\|e\|}{\|b\|}.$$ 

We assume that a bound $\|e\| \leq \varepsilon$ is available. Then we can apply the discrepancy principle to determine a suitable value of the regularization parameter $\mu$ in (4) or a suitable number of steps with the Arnoldi process applied to the solution of (11). All computations were carried out in MATLAB with machine epsilon about $2.22 \cdot 10^{-16}$.

When computing an approximate solution of (1) by truncated iteration, we first determine the matrices necessary to evaluate matrix-vector products for $L_A^\dagger$ and $AL_A^\dagger$ and then carry out suitably many, say $p$, steps of the range restricted
Arnoldi method described in [21, 22]. The computed approximate solution $\tilde{x}_p$ of (11) lives in the Krylov subspace

$$\mathbb{K}_p(AL_A^\dagger A, AL_A^\dagger A\tilde{b}, \ldots, (AL_A^\dagger)^p\tilde{b}).$$

The discrepancy principle prescribes that the number of steps, $p$, with the range restricted Arnoldi method should be chosen to be the smallest integer such that

$$\|Ax_p - b\| = \|AL_A^\dagger \tilde{x}_p - \tilde{b}\| \leq \eta\varepsilon,$$

where, analogously to (10),

$$x_p = L_A^\dagger \tilde{x}_p + x^{(0)},$$

and $\eta > 1$ is a user-specified constant. We refer to [21] for further details on the range restricted Arnoldi method and its application to the solution of linear discrete ill-posed problems.

In Tikhonov regularization, we first determine $p$ as above and then choose the regularization parameter $\mu \geq 0$ such that the Tikhonov approximate solution $x_{p,\mu} \in \mathbb{K}_p(AL_A^\dagger A, AL_A^\dagger A\tilde{b})$ of (9) satisfies

$$\|AL_A^\dagger x_{p,\mu} - \tilde{b}\| = \eta\varepsilon.$$

Then $x_{p,\mu}$ is transformed to $x_{p,\mu}$ using (10) to obtain an approximate solution of (4). The value of the regularization parameter is computed with Newton's method. We remark that the computational effort for determining $\mu$ is negligible, because all computations are carried out with small matrices and vectors (of order about $p \times p$ and $p$, respectively); see, e.g., [20] for a description of similar computations.

We compare the performance of several square regularization matrices. The application of high-order boundary conditions requires information about the main components of the solution for defining the vectors $h_1$ and $h_2$. We will choose

$$h_1 = n_1/\|n_1\|,$$
$$h_2 = x_{AR}/\|x_{AR}\|,$$

(37)

(38)

where $n_i = [1^i, 2^i, \ldots, n^i]^T$ and $x_{AR}$ denotes the computed approximate solution of (1) obtained when imposing antireflective boundary conditions. Then

$$\mathcal{N}(L_H) = \text{span}\{n_0, n_1, x_{AR}\}.$$

We compute both $x_{AR}$ and the approximate solution $x_H$ determined with high-order boundary conditions by either using truncated iteration or Tikhonov regularization based on the range restricted Arnoldi method.

In general, we may know some properties of $\tilde{x}$ that are helpful when determining a suitable regularization matrix $L_H$ from the origin of the problem. Moreover, solving a problem with the regularization matrices $L = I$ or $L = L_{AR}$
Table 1: Example 1: Relative errors in approximate solutions computed by Tikhonov regularization based on the range restricted Arnoldi process for the problem \(\text{phillips}\) with a linear component added to the solution; \(\nu = 1 \cdot 10^{-2}\).

<table>
<thead>
<tr>
<th>Regularization matrix</th>
<th>(p)</th>
<th>(|x_p - \hat{x}|/|\hat{x}|)</th>
</tr>
</thead>
<tbody>
<tr>
<td>((\hat{C}<em>2^{-1} D</em>\delta^{-1})^\dagger)</td>
<td>4</td>
<td>(1.4436 \cdot 10^{-2})</td>
</tr>
<tr>
<td>(L_D(W))</td>
<td>4</td>
<td>(1.5084 \cdot 10^{-2})</td>
</tr>
<tr>
<td>(L_{AR})</td>
<td>3</td>
<td>(8.4420 \cdot 10^{-3})</td>
</tr>
<tr>
<td>(L_H)</td>
<td>1</td>
<td>(7.9935 \cdot 10^{-3})</td>
</tr>
<tr>
<td>(L_{DR})</td>
<td>9</td>
<td>(1.2121 \cdot 10^{-1})</td>
</tr>
<tr>
<td>(L_{AR}(\alpha))</td>
<td>7</td>
<td>(1.2412 \cdot 10^{-2})</td>
</tr>
<tr>
<td>(L_H(\alpha))</td>
<td>3</td>
<td>(1.2336 \cdot 10^{-2})</td>
</tr>
</tbody>
</table>

may reveal further properties that determine the design of \(L_H\). Unless explicitly stated otherwise, we use the latter approach in the computed examples below.

Our comparison also includes the \(n \times n\) regularization matrices \((\hat{C}_2^{-1} D_\delta^{-1})^\dagger\) and \(L_D(W)\) introduced in [25] and [11], respectively. Here \(\hat{C}_2\) is the Moore-Penrose pseudo-inverse of the circulant matrix associated with finite difference approximation of the second derivative with the three smallest eigenvalues set to zero. Further,

\[
D_\delta = \text{diag}[\delta, 1, 1, \ldots, 1, \delta] \in \mathbb{R}^{n \times n}, \quad \delta = 1 \cdot 10^{-8}.
\]

The regularization matrix \((\hat{C}_2^{-1} D_\delta^{-1})^\dagger\) is designed not to damp slow oscillations and linear growth in the computed approximate solution very much; see [25] for details. The matrix \(L_D(W)\) improves the properties of \(L_D\) defined in (12) by prescribing that the null space contains the range of \(W\). Specifically,

\[
L_D(W) = L_D(I - WW^T), \quad (39)
\]

where \(W = \text{orth}[\mathbf{n}_0, \mathbf{n}_1]\) denotes an \(n \times 2\) matrix whose columns are obtained by orthonormalizing the vectors \(\{\mathbf{n}_0, \mathbf{n}_1\}\). Thus, \(I - WW^T\) is an orthogonal projector.

This section compares different regularization matrices obtained from modifications of the second derivative matrix (7). Analogous results are obtained when modifying matrices associated with other derivatives such as (6).

Example 1. Consider the Fredholm integral equation of the first kind

\[
\int_{-6}^{6} \kappa(\tau, \sigma)x(\sigma)d\sigma = g(\tau), \quad -6 \leq \tau \leq 6, \quad (40)
\]

with kernel and solution given by

\[
\kappa(\tau, \sigma) = x(\tau - \sigma), \quad \sigma \in \mathbb{R}.
\]

\[
x(\sigma) = \begin{cases} 
1 + \cos\left(\frac{\pi}{3}\sigma\right), & \text{if } |\sigma| < 3, \\
0, & \text{otherwise}.
\end{cases}
\]
The right-hand side $g(\tau)$ is defined by (40). This integral equation is discussed by Phillips [24]. The MATLAB code phillips in [17] determines a discretization by a Galerkin method with orthonormal box functions. This code also yields a discretization of a scaled solution $\hat{x}$. The noise-free right-hand side is given by $\hat{b} = A\hat{x}$ and the noise level is $\nu = 1 \cdot 10^{-2}$.

Table 1 shows $L_H$ to give the smallest approximation error. However, all square regularization matrices proposed in this work yield quite accurate approximations of $\hat{x}$; see Figure 1.

**Example 2.** The Fredholm integral equation of the first kind

$$\int_0^\pi \kappa(\sigma, \tau)x(\tau)d\tau = g(\sigma), \quad 0 \leq \sigma \leq \frac{\pi}{2}, \quad (41)$$

with $\kappa(\sigma, \tau) = \exp(\sigma \cos(\tau))$, $g(\sigma) = 2 \sinh(\sigma) / \sigma$, and solution $x(\tau) = \sin(\tau)$ is discussed by Baart [2]. We use the MATLAB code baart in [17] to determine a discretization by a Galerkin method with 400 orthonormal box functions. The code produces the matrix $A \in \mathbb{R}^{400 \times 400}$ and a scaled discrete approximation $x_0$ of $x(\tau)$. We add a discretization of the function $\frac{1}{\sqrt{\pi}}((t - \frac{\pi}{2})^2 - \frac{1}{2})$, $t \in [0, \pi/2]$, to
Table 2: Example 2: Relative errors in approximate solutions computed by Tikhonov regularization based on the range restricted Arnoldi process for the problem \texttt{baart} with a quadratic component added to the solution; \( \nu = 1 \cdot 10^{-6} \).

<table>
<thead>
<tr>
<th>Regularization matrix</th>
<th>( p )</th>
<th>( | x_p - \hat{x} | / | \hat{x} | )</th>
</tr>
</thead>
<tbody>
<tr>
<td>((C_2^\dagger D_\delta^{-1})^\dagger)</td>
<td>2</td>
<td>3.1862 \cdot 10^{-3}</td>
</tr>
<tr>
<td>(L_D(W))</td>
<td>3</td>
<td>3.0572 \cdot 10^{-2}</td>
</tr>
<tr>
<td>(L_{AR})</td>
<td>2</td>
<td>8.1448 \cdot 10^{-4}</td>
</tr>
<tr>
<td>(L_H)</td>
<td>1</td>
<td>8.1700 \cdot 10^{-4}</td>
</tr>
<tr>
<td>(L_{DR})</td>
<td>6</td>
<td>1.2456 \cdot 10^{-1}</td>
</tr>
<tr>
<td>(L_{AR}(\alpha))</td>
<td>5</td>
<td>3.8880 \cdot 10^{-3}</td>
</tr>
<tr>
<td>(L_H(\alpha))</td>
<td>5</td>
<td>3.8889 \cdot 10^{-3}</td>
</tr>
</tbody>
</table>

Figure 2: Example 2: Approximate solutions \( x_p \) (continuous graphs) computed by Tikhonov regularization based on the range restricted Arnoldi process for the problem \texttt{baart} with a quadratic component added to the solution; \( \nu = 1 \cdot 10^{-6} \). The dashed graphs depict the desired solution \( \hat{x} \).
Table 3: Example 3: Relative errors in approximate solutions computed by Tikhonov regularization based on the range restricted Arnoldi process for the modified problem deriv2 with $\beta = 7$ and $\nu = 1 \cdot 10^{-3}$.

<table>
<thead>
<tr>
<th>Regularization matrix</th>
<th>$p$</th>
<th>$|x_p - \hat{x}|/|\hat{x}|$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(C_2 D_\beta^{-1})^\dagger$</td>
<td>2</td>
<td>$3.4819 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$L_D(W)$</td>
<td>3</td>
<td>$4.0230 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$L_{AR}$</td>
<td>3</td>
<td>$2.7193 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$L_H$</td>
<td>2</td>
<td>$2.6044 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$L_{DR}$</td>
<td>4</td>
<td>$2.3939 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$L_{AR}(\alpha)$</td>
<td>4</td>
<td>$2.0997 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$L_H(\alpha)$</td>
<td>3</td>
<td>$2.2359 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$L_{DAR}$</td>
<td>3</td>
<td>$2.1844 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>$L_H$</td>
<td>1</td>
<td>$5.9357 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>$L_D(W)$</td>
<td>1</td>
<td>$9.2834 \cdot 10^{-2}$</td>
</tr>
</tbody>
</table>

the vector $x_0$ to obtain a slowly oscillatory solution $\hat{x}$. The noise-free right-hand side is given by $\hat{b} = A\hat{x}$ and the noise level is $\nu = 1 \cdot 10^{-6}$.

Table 2 and Figure 2 show $L_{AR}$ to yield the best approximation of the desired solution $\hat{x}$. The computed solution is indistinguishable from $\hat{x}$. Also the regularization matrix $L_H$ gives a very accurate approximation of $\hat{x}$, and, furthermore, $L = (C_2 D_\beta^{-1})^\dagger$ performs well. We remark that $L_{AR}$ performs well for larger noise levels as well. When the right-hand side vector $b$ is contaminated by more noise, fewer steps, $p$, are required with the range restricted Arnoldi method.

\[\square\]

\textbf{Example 3.} We consider the Fredholm integral equation of the first kind

\[\int_0^\beta k(s, t)x(t)dt = \exp(s) + (1 - e)s - 1, \quad 0 \leq s \leq \beta, \quad (42)\]

where

\[k(s, t) = \begin{cases} 
s(t - 1), & s < t, \\
t(s - 1), & s \geq t. \end{cases} \quad (43)\]

For $\beta = 1$ this equation is discussed, e.g., by Delves and Mohamed [8]. We discretize the integral equation by a Galerkin method with orthonormal box functions as test and trial functions using a modification of the MATLAB program deriv2 from Regularization Tools [17]. Our program yields a symmetric indefinite matrix $A \in \mathbb{R}^{700 \times 700}$ and a scaled discrete approximation $\hat{x} \in \mathbb{R}^{700}$ of the solution $x(t) = \exp(t)$ of (42). The error-free right-hand side vector is given by $\hat{b} = A\hat{x}$, and the noise-level is $\nu = 4 \cdot 10^{-3}$.

We would like to illustrate the performance of the regularization matrices for a rapidly increasing solution and therefore let $\beta = 7$. Several of the regularization matrices discussed in this paper do not perform well; see Table 3.

This example provides an opportunity to illustrate the flexibility of our approach to construct regularization matrices by imposing boundary conditions.
For instance, requiring Dirichlet boundary conditions on the left-hand side and antireflective boundary conditions on the right-hand side for the second order difference matrix, we obtain

\[ L_{DAR} = \begin{bmatrix}
2 & -1 & 0 & \ldots & 0 \\
-1 & 2 & -1 & \ddots & \\
\ddots & \ddots & \ddots & \ddots & \\
-1 & 2 & -1 & \ldots & 0 \\
0 & \ldots & 0 & 0 & 0
\end{bmatrix} \]

with \( N(L_{DAR}) = \text{span}\{n_1\} \). Table 3 shows \( L_{DAR} \) to give an approximate solution of higher quality than both \( L_{AR} \) and \( L_{DR} \).

Figure 3 indicates that the main difficulty when approximating the desired solution \( \hat{x} \) is to capture its rapid growth on the right-hand side. This suggests that it may be possible to determine an accurate approximation of \( \hat{x} \) by using a regularization matrix \( L_H \), defined by (27), that has a vector corresponding to the sampling of a rapidly growing function in its null space. We therefore let \( z \) be the discretization of the rapidly increasing function \( t^5 \), \( t \in [0, 1] \), and define the regularization matrix \( L_H \) with \( h_1 \) given by (37) and \( h_2 = z/\|z\| \). We denote the regularization matrix so defined by \( \hat{L}_H \) in Table 3 and Figure 3. Analogously, we let \( W = \text{orth}[n_0, n_1, z] \) and define the regularization matrix \( L_D(\hat{W}) \); cf. (39).
Figure 4: Example 4: The desired solution \( \hat{X} \) and the right-hand side \( B \) of the matrix equation (44) obtained with the MATLAB function \texttt{deriv2} with an exponential solution in the \( x \)-direction and a linear plus \( \sin(t)/(5t+5) \), \( t \in [0, \pi] \), solution in the \( y \)-direction; \( \nu = 1 \cdot 10^{-3} \).

Table 4: Example 4: Relative errors in approximate solutions computed by Tikhonov regularization based on the range restricted Arnoldi process for the two space-dimensional problem of Figure 4; \( \nu = 1 \cdot 10^{-3} \).

<table>
<thead>
<tr>
<th>Regularization matrix</th>
<th>( p )</th>
<th>( | x_\nu - \hat{x} | / | \hat{x} | )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (C_2^T D_\delta^{-1})^T )</td>
<td>67</td>
<td>1.7865 \cdot 10^{-1}</td>
</tr>
<tr>
<td>( L_D(W) )</td>
<td>27</td>
<td>1.5311 \cdot 10^{-1}</td>
</tr>
<tr>
<td>( L_{AR} )</td>
<td>16</td>
<td>1.0402 \cdot 10^{-1}</td>
</tr>
<tr>
<td>( L_H )</td>
<td>6</td>
<td>5.5555 \cdot 10^{-2}</td>
</tr>
<tr>
<td>( L_D(\tilde{W}) )</td>
<td>10</td>
<td>7.1774 \cdot 10^{-2}</td>
</tr>
</tbody>
</table>

Table 3 and Figure 3 show \( \tilde{L}_H \) to give the best approximation of \( \hat{x} \). Also the regularization matrix \( L_D(W) \) yields a quite accurate approximation of \( \hat{x} \). \( \square \)

**Example 4.** We consider a separable Fredholm integral equation of the first kind in two space-dimensions. In one space-dimension, we have equation (42) with \( \beta = 1 \), while in the orthogonal direction we consider the equation

\[
\int_0^1 k(s, t)x(t)dt = (s^3 - s)/6, \quad 0 \leq s \leq 1,
\]

where \( k(s, t) \) is defined in (43) and the solution is \( x(t) = t \). Let \( A^{(1)} \in \mathbb{R}^{300 \times 300} \), \( \hat{x}^{(1)} \), \( \hat{x}^{(2)} \in \mathbb{R}^{300} \) be computed with the MATLAB program \texttt{deriv2} from Regularization Tools [17], where \( \hat{x}^{(1)} \in \mathbb{R}^{300} \) is a scaled discretized solution in the first direction and \( \hat{x}^{(2)} \in \mathbb{R}^{300} \) is the scaled discretized solution in the orthogonal direction. We add a discretization of the function \( \sin(t)/(5t+5) \), \( t \in [0, \pi] \), to the latter, and refer to the new solution so obtained also as \( \hat{x}^{(2)} \). Define the matrix \( A = A^{(1)} \otimes A^{(1)} \) and the error-free solution in two space-dimensions by \( \hat{x} = \hat{x}^{(1)} \otimes \hat{x}^{(2)} \), where \( \otimes \) denotes tensor product. The error-free right-hand side vector is given by \( b = A\hat{x} \) and the right-hand side vector \( b \) in (1) is obtained via (2). The noise-level is \( \nu = 1 \cdot 10^{-3} \).
Figure 5: Example 4: Approximate solutions $X_{p,\mu}$ computed by Tikhonov regularization based on the range restricted Arnoldi method for the problem in two space-dimensions of Figure 4; $\nu = 1 \cdot 10^{-3}$.

\[
L^{(1)} = L_{AR} \quad \quad \quad L^{(1)} = L_{H} \quad \quad \quad L^{(1)} = L_{D}(\tilde{W})
\]

Figure 6: Example 4: Component-wise absolute error, $|\tilde{X} - X_{p,\mu}|$, with $X_{p,\mu}$ computed by Tikhonov regularization based on the range restricted Arnoldi method. The arithmetic mean of the absolute error is denoted by AM. The problem is in two space-dimensions; see Figure 4; $\nu = 1 \cdot 10^{-3}$.

\[
L^{(1)} = L_{AR} \quad \quad \quad L^{(1)} = L_{H} \quad \quad \quad L^{(1)} = L_{D}(\tilde{W})
\]

AM = 8.5022 \cdot 10^{-7} \quad \quad \quad AM = 2.4252 \cdot 10^{-7} \quad \quad \quad AM = 4.0479 \cdot 10^{-7}
A vector \( \mathbf{z} \in \mathbb{R}^{300^2} \) can be stored columnwise as a \( 300 \times 300 \) matrix; in MATLAB notation \( \mathbf{Z} = \text{reshape}(\mathbf{z}, [300, 300]) \). The structure of the present problem allows us to use this approach to express the linear system of equations (1) as
\[
A^{(1)} \hat{\mathbf{X}} A^{(1)} = \mathbf{B},
\]
where the matrices \( \mathbf{X}, \hat{\mathbf{X}}, \mathbf{B}, \hat{\mathbf{B}} \) represent discretizations of surfaces. Figure 4 shows the desired solution \( \hat{\mathbf{X}} \) and the observed right-hand side \( \mathbf{B} \) of (44). The graphs are scaled so that black corresponds to the minimum value and white to the maximum value.

Let \( L^{(1)} \) be a regularization matrix for a linear discrete ill-posed problem in one space-dimension. Regularization matrices of the form
\[
L = \left( (L^{(1)})^\dagger \otimes I + I \otimes (L^{(1)})^\dagger \right)^\dagger
\]
were proposed in [11] for problems in two space-dimensions. These kinds of matrices are attractive modifications of “natural” regularization matrices
\[
L_N = L^{(1)} \otimes I + I \otimes L^{(1)}
\]
for problems in two space-dimensions, because \( L^\dagger \hat{\mathbf{x}} \) can be evaluated efficiently as \( (L^{(1)})^\dagger \hat{\mathbf{X}} + \hat{\mathbf{X}}(L^{(1)})^\dagger \).

The spectral factorization (31) is useful for defining regularization matrices for linear discrete ill-posed problems in two space-dimensions. Consider the matrix
\[
L_N = \mathbf{L}_X \otimes I + I \otimes \mathbf{L}_X = (T_X \otimes T_X)(D_X \otimes I + I \otimes D_X)(T_X \otimes T_X)^{-1}
\]
and define
\[
L = \left( (T_X \otimes T_X)(D_X \otimes I + I \otimes D_X)^\dagger(T_X \otimes T_X)^{-1} \right)^\dagger.
\]
Then, if \( \mathbf{L}_X \) is invertible, \( L = L_N \); otherwise \( L \) is close to \( L_N \) due to Proposition 1. Furthermore, \( L^\dagger \hat{\mathbf{x}} \) can be evaluated efficiently in \( O(n^2 \log(n)) \) arithmetic floating-point operations by using fast transforms.

In this example, we use the regularization matrix \( L \) given by (45) for \( L^{(1)} \in \{ (\hat{C}_D^2 D_\delta^{-1})^\dagger, L_D(\cdot) \} \) and \( L \) defined by (46) otherwise. We also can use (45) when antireflective boundary conditions are imposed by exploiting the band structure of \( L^{(1)} \). However, the formula (46) usually provides more accurate computed approximate solutions for only slightly more computational effort; the number of arithmetic floating-point operations for evaluating \( L^\dagger \hat{\mathbf{x}} \) is a factor \( O(\log(n)) \) larger.

For the matrices \( L \) in both (45) and (46), let the columns of \( W^{(1)} \) form an orthonormal basis for \( \mathcal{N}(L^{(1)}) \). Then the columns of \( \mathbf{W} = W^{(1)} \otimes W^{(1)} \) form an orthonormal basis for \( \mathcal{N}(L) \) and the computations can be carried out as described in [11].
For high-order boundary conditions, the basis function $h_2 \in \mathbb{R}^{300}$ can not, like above, be defined using the solution computed by another method (e.g., by antireflective boundary conditions). We therefore let

$$h_2 = n_2 / ||n_2||.$$  

When comparing with the approach in [11], we define $\tilde{W} = \text{orth}[n_0, n_1, n_2]$ and obtain the regularization matrix $L_D(\tilde{W})$.

Table 4 shows $L^{(1)} = L_H$ to give the best approximation of the solution to the error-free problem. The choice $L^{(1)} = (\hat{C}^{-1}D^{-1})^\dagger$ does not give a meaningful approximation, while antireflective boundary conditions are able to provide a fairly accurate restoration. Figure 5 shows some of the best restorations and Figure 6 displays the absolute error of each solution component. The differences in quality of the computed solutions is clearly visible.

5. Conclusions

We have shown that the use of specific boundary conditions for finite difference approximation of derivatives can be a very effective way to define square smoothing regularization matrices. These matrices allow efficient solution of the associated Tikhonov regularization problem in standard form by an iterative method. The regularization matrices can be designed taking special features of the desired solution into account.
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