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Abstract.
The present paper is concerned with symmetric Gauss-Lobatto quadrature rules, i.e., with Gauss-Lobatto rules associated with a nonnegative symmetric measure on the real axis. We propose a modification of the anti-Gauss quadrature rules recently introduced by Laurie, and show that the symmetric Gauss-Lobatto rules are modified anti-Gauss rules. It follows that for many integrands, symmetric Gauss quadrature rules and symmetric Gauss-Lobatto rules give quadrature errors of opposite sign.
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1 Introduction
Let $\mu(t)$ be a nondecreasing function with infinitely many points of increase in the finite interval $[-a,a]$ of the real axis, and assume that the induced nonnegative measure $d\mu(t)$ is symmetric with respect to the origin and has finite moments of all orders. Introduce, for polynomials $f$ and $g$, the inner product
\[ (f,g) := \int_{-a}^{a} f(t)g(t)d\mu(t). \]
Let $p_j, j = 0, 1, 2, \ldots$, denote a family of orthonormal polynomials with respect to this inner product, i.e., $p_j$ is a polynomial of degree $j$ with positive leading coefficient and satisfies
\[ (p_j, p_k) = \begin{cases} 1, & j = k, \\ 0, & j \neq k. \end{cases} \]
The polynomials $p_j$ satisfy a three-term recurrence relation of the form
\[ \beta_j p_j(t) = tp_j(t) - \beta_{j-1} p_{j-2}(t), \quad 2 \leq j \leq m, \]
where $p_1(t) := \beta_1^{-1} p_0(t)$, $p_0(t) := 1/\rho_0^{1/2}$ and
\[ \rho_0 := \int_{-a}^{a} d\mu(t). \]
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It follows that
\begin{equation}
\tag{1.4}
p_j(t) = (\beta_j \beta_{j-1} \cdots \beta_1 \beta_0)^{-1} t^j + O(t^{j-1}), \quad t \to \infty,
\end{equation}
where $\beta_0 := \mu_{0}^{1/2}$. We note for future reference that
\begin{equation}
\tag{1.5}
\beta_j^2 = (t p_{j-1} - \beta_{j-1} p_{j-2}, t p_{j-1} - \beta_{j-1} p_{j-2}).
\end{equation}

The present paper is concerned with the approximation of integrals of the form
\begin{equation}
\tag{1.6}
\mathcal{I} f := \int_{-a}^{a} f(t) \mathrm{d}\mu(t)
\end{equation}
by quadrature rules of Gauss-type, in particular by Gauss, Gauss-Lobatto and modified anti-Gauss quadrature rules.

The $m$-point Gauss quadrature rule associated with the measure $\mathrm{d}\mu$ is given by
\begin{equation}
\tag{1.7}
\mathcal{G}_m f := \sum_{j=1}^{m} f(t_j) w_j^2.
\end{equation}
The nodes $t_j$ and weights $w_j^2$ are uniquely determined by the requirement that
\begin{equation}
\tag{1.8}
\mathcal{I} f = \mathcal{G}_m f, \quad \forall f \in \mathbb{P}_{2m-1},
\end{equation}
where $\mathbb{P}_{2m-1}$ denotes the set of polynomials of degree at most $2m - 1$.

Introduce the symmetric tridiagonal $m \times m$ matrix
\begin{equation}
\tag{1.9}
T_m := \begin{bmatrix}
0 & \beta_1 & & & \\
\beta_1 & 0 & \beta_2 & & \\
& \beta_2 & 0 & \ddots & \\
& & \ddots & \ddots & \beta_{m-2} \\
& & & \beta_{m-2} & 0 & \beta_{m-1} \\
& & & & \beta_{m-1} & 0
\end{bmatrix}.
\end{equation}

It is well known that the nodes $t_j$, $1 \leq j \leq m$, are the eigenvalues of $T_m$, and the weight $w_j^2$ is the square of the first component of the eigenvector of $T_m$ of length $\mu_{0}^{1/2}$ associated with the eigenvalue $t_j$; see, e.g., Golub and Welsch [6] or Stöer and Bulirsch [8, Chapter 3].

The $(m+1)$-point Gauss-Lobatto rule associated with the measure $\mathrm{d}\mu$ is given by
\begin{equation}
\tag{1.10}
\hat{\mathcal{G}}_{m+1} f := f(-a) \hat{w}_1^2 + \sum_{j=2}^{m} f(\hat{t}_j) \hat{w}_j^2 + f(a) \hat{w}_{m+1}^2,
\end{equation}
and the nodes $\hat{t}_j$, $2 \leq j \leq m$, and weights $\hat{w}_j^2$, $1 \leq j \leq m+1$, are uniquely determined by the requirement that
\begin{equation}
\tag{1.11}
\mathcal{I} f = \hat{\mathcal{G}}_{m+1} f, \quad \forall f \in \mathbb{P}_{2m-1}.
\end{equation}
Golub [4] described how to determine a symmetric tridiagonal matrix of order \( m + 1 \), whose eigenvalues are the nodes \( t_j \) of the Gauss-Lobatto rule (1.10). The square of the first component of orthogonal eigenvectors of this matrix, normalized to have length \( \mu_0^{1/2} \), yield the weights \( \tilde{w}_j^2 \). Details are discussed in Section 2.

Recently, Laurie [7] introduced quadrature rules that he referred to as anti-Gauss rules associated with the measure \( d\mu \). The nodes and weights of the \((m+1)\)-point anti-Gauss rule, denoted by \( \mathcal{G}_{m+1} \), are uniquely determined by the requirement that

\[
(I - \tilde{\mathcal{G}}_{m+1}) f = -\mathcal{E}_m f, \quad \forall f \in \mathbb{P}_{2m+1},
\]

where

\[
\mathcal{E}_m f := (I - \mathcal{G}_m) f
\]

is the quadrature error of the Gauss rule (1.7).

Because of the relation (1.12), the \((m+1)\)-point anti-Gauss rule gives for many integrands \( f \) a quadrature error of opposite sign as the \( m \)-point Gauss rule (1.7). This property has been exploited in schemes described in [1, 2] for the estimation of the error in the approximate solutions determined by iterative methods for the solution of large linear systems of equations with a symmetric matrix.

In Section 3 we present a modification of anti-Gauss rules \( \tilde{\mathcal{G}}_{m+1} \), which transforms symmetric anti-Gauss rules into symmetric Gauss-Lobatto rules. It follows that for many integrands \( f \), the Gauss rule (1.7) and Gauss-Lobatto rule (1.10) yield quadrature errors of opposite sign. Hence, for many integrands we can bracket the integration error by evaluating pairs of symmetric Gauss and Gauss-Lobatto quadrature rules. This is illustrated by numerical examples in Section 4.

We conclude this section with an outline of a few other approaches to bound the error in quadrature rules of Gauss-type. When the derivative of \( f \) of order \( 2m \), denoted by \( f^{(2m)} \), is continuous in the interval of integration, the integration error \( \mathcal{E}_m f \) can be expressed as

\[
\mathcal{E}_m f = \frac{f^{(2m)}(\theta)}{(2m)!} \int_{-a}^{a} \prod_{j=1}^{m} (t - t_j)^2 d\mu(t),
\]

where the \( t_j \) are the nodes of the Gauss rule \( \mathcal{G}_m \), and \( \theta \) depends on \( m \) and \( f \), and lies in the open interval \( ] - a, a [ \); see, e.g., [8, p. 158]. When \( |f^{(2m)}(\theta)| \) does not vary much in the interval of integration and a fairly accurate bound of \( \max_{t \in [-a, a]} |f^{(2m)}(t)| \) is available, this bound may yield a useful bound for the integration error \( \mathcal{E}_m f \).

Similarly, the integration error

\[
\mathcal{E}_{m+1} f := (I - \tilde{\mathcal{G}}_{m+1}) f,
\]

can be expressed as

\[
\mathcal{E}_{m+1} f = \frac{f^{(2m)}(\tilde{\theta})}{(2m)!} \int_{-a}^{a} (t^2 - a^2) \prod_{j=2}^{m-1} (t - \tilde{t}_j)^2 d\mu(t),
\]
where the $t_j$ are nodes of the Gauss-Lobatto rule $\tilde{G}_{m+1}$, and $\theta \in [a, a]$ depends on $m$ and $f$. The expression (1.16) can be derived analogously as (1.14). If $f^{(2m)}$ is of constant sign in $[a, a]$, then the right-hand sides of (1.14) and (1.16) are of opposite sign and, hence, the values $\mathcal{G}_m f$ and $\mathcal{G}_{m+1} f$ bracket $\mathcal{I} f$. Note that the evaluation of $\mathcal{G}_m f$ and $\mathcal{G}_{m+1} f$ gives error bounds without evaluation of $f^{(2m)}$. Results of this kind are discussed, e.g., by Golub and Meurant [5]. A nice recent review of these and related results is provided by Gautschi [3]. The present paper is concerned with the computation of upper and lower bounds of $\mathcal{I} f$ when the formula (1.14) does not provide useful computable bounds of $\mathcal{E}_m f$, and when $f^{(2m)}$ changes sign in the interval of integration, so that $\mathcal{G}_m f$ and $\mathcal{G}_{m+1} f$ cannot be guaranteed to be of opposite sign.

2 Symmetric Gauss-Lobatto rules

Golub [4] observed that the nodes of the $(m+1)$-point Gauss-Lobatto quadrature rule are the eigenvalues of a symmetric tridiagonal matrix of order $m+1$ that is closely related to the matrix (1.9) associated with the $m$-point Gauss rule (1.7). In the case of a symmetric measure, the formulas derived by Golub [4] show that the nodes $t_j$ of (1.10) are the eigenvalues of the symmetric tridiagonal $(m+1) \times (m+1)$ matrix

$$
\tilde{T}_{m+1} := \begin{bmatrix}
0 & \hat{\beta}_1 & & & \\
\hat{\beta}_1 & 0 & \hat{\beta}_2 & & \\
& \hat{\beta}_2 & 0 & & \\
& & \ddots & \ddots & \ddots \\
& & & \hat{\beta}_{m-1} & 0 \\
& & & & \hat{\beta}_m
\end{bmatrix}
$$

and the weights $w_j^2$ are the squares of the first components of orthogonal eigenvectors normalized to be of length $\mu_0^{1/2}$, where

$$
\hat{\beta}_j := \beta_j, \quad 1 \leq j < m,
$$

and

$$
\hat{\beta}_m := \left(\beta_m \frac{ap_m(a)}{p_{m-1}(a)}\right)^{1/2}.
$$

Since $p_j(a) > 0$ for all $j$, it follows that $\hat{\beta}_m > 0$.

3 Modified anti-Gauss rules

This section discusses a modification of the anti-Gauss rules $\tilde{G}_{m+1}$ introduced by Laurie [7]. We denote the modified anti-Gauss rule by

$$
\tilde{G}_{m+1, \gamma} f := \sum_{j=1}^{m+1} f(t_j) \hat{\alpha}_j^2,
$$

where $\gamma$ is a parameter that controls the degree of modification. The choice $\gamma = \frac{1}{2}$ gives the standard anti-Gauss rule for the $m$-point case.
and we require the integration error
\[ E_{m+1, \gamma} f := (\mathcal{I} - \mathcal{G}_{m+1, \gamma}) f \]
to satisfy
\[ (\mathcal{I} - \mathcal{G}_{m+1, \gamma}) f = -\gamma E_m f, \quad \forall f \in P_{2m+1}, \]
where \( E_m f \) is the quadrature error (1.13) obtained with the Gauss rule (1.7) and \( \gamma \) is a positive constant. When \( \gamma = 1 \), the modified anti-Gauss rule (3.1) agrees with the anti-Gauss rule \( \mathcal{G}_{m+1} \) introduced by Laurie [7].

It follows from (3.2) that
\[ \mathcal{G}_{m+1, \gamma} f = ((1 + \gamma)\mathcal{I} - \gamma \mathcal{G}_m) f, \quad \forall f \in P_{2m+1}, \]
i.e., \( \mathcal{G}_{m+1, \gamma} \) is the \( (m + 1) \)-point Gauss rule for the functional
\[ J_{\gamma} f := ((1 + \gamma)\mathcal{I} - \gamma \mathcal{G}_m) f. \]

Introduce the bilinear form
\[ \langle f, g \rangle := J_{\gamma}(fg), \]
and let \( \{\tilde{p}_j\}_{j=0}^{m+1} \) be the first \( m+2 \) orthogonal polynomials with respect to \( \langle \cdot, \cdot \rangle \), normalized so that \( \langle \tilde{p}_j, \tilde{p}_j \rangle = 1 \) for all \( j \). These polynomials satisfy the recurrence relation
\[ \tilde{\beta}_j \tilde{p}_j(t) = t \tilde{p}_{j-1}(t) - \tilde{\beta}_{j-1} \tilde{p}_{j-2}(t), \quad 2 \leq j \leq m + 1, \]
where \( \tilde{p}_1(t) := \tilde{\beta}_1^{-1} t \tilde{p}_0(t) \) and \( \tilde{p}_0(t) := 1/\mu_0^{1/2} \). We note that
\[ \tilde{\beta}_j^2 = \langle t \tilde{p}_{j-1} - \tilde{\beta}_{j-1} \tilde{p}_{j-2}, t \tilde{p}_{j-1} - \tilde{\beta}_{j-1} \tilde{p}_{j-2} \rangle. \]

It follows from (3.3) and (1.8) that
\[ \langle f, g \rangle = (f, g) = \mathcal{I}(fg), \quad f \in P_{m-1}, \quad g \in P_m, \]
and this equality applied to (1.5) and (3.4) yields
\[ \tilde{\beta}_j^2 = \beta_j^2, \quad 1 \leq j < m. \]

We may choose \( \tilde{\beta}_j = \beta_j \) for \( 1 \leq j < m \), and then \( \tilde{p}_j = p_j, 0 \leq j < m \). Consider the polynomial
\[ \tilde{p}_m(t) := t \tilde{p}_{m-1}(t) - \tilde{\beta}_{m-1} \tilde{p}_{m-2}(t), \]
which also can be written as
\[ \tilde{p}_m(t) = t \tilde{p}_{m-1}(t) - \beta_{m-1} p_{m-2}(t). \]

Since this polynomial is a multiple of \( p_m \), cf. (1.2), we have \( \mathcal{G}_m \tilde{p}_m^2 = 0 \). We obtain from (1.5), (3.4), (3.6) and (3.7) that
\[ \tilde{\beta}_m^2 = \langle \tilde{p}_m, \tilde{p}_m \rangle = (1 + \gamma)\mathcal{I}(\tilde{p}_m^2) - \gamma \mathcal{G}_m(\tilde{p}_m^2) = (1 + \gamma)\mathcal{I}(p_m^2) = (1 + \gamma)(p_m, p_m) = (1 + \gamma)\beta_m^2. \]
We may choose \( \tilde{\beta}_m = \sqrt{1 + \gamma \beta_m} \). It follows that the symmetric tridiagonal \((m+1) \times (m+1)\) matrix associated with the quadrature rule \( \tilde{\mathcal{G}}_{m+1, \gamma} \) is given by

\[
\tilde{T}_{m+1} = \begin{bmatrix}
0 & \beta_1 & 0 & \cdots & 0 \\
\beta_1 & 0 & \beta_2 & 0 & \cdots \\
0 & \beta_2 & 0 & \ddots & 0 \\
\cdots & \cdots & \cdots & \ddots & \beta_{m-1} \\
0 & \beta_{m-1} & 0 & \cdots & 0 \\
\sqrt{1 + \gamma \beta_m} & 0 & \sqrt{1 + \gamma \beta_m} & \cdots & 0
\end{bmatrix}.
\]

We are now in a position to discuss how to determine an approximation of \( \mathcal{I}f \), as well as how upper and lower bounds of \( \mathcal{I}f \) can be computed by evaluating pairs of Gauss and anti-Gauss quadrature rules. For special choices of \( \gamma \), the anti-Gauss rules are Gauss-Lobatto rules.

Consider the expansion

\[
f(t) = \sum_{j=0}^{\infty} \eta_j p_j(t), \quad -a < t < a,
\]

and assume that the series in the right-hand side converges sufficiently rapidly to allow term-wise integration. Because of \( \mathcal{I}p_0 = \mu_0^{1/2} \) and \( \mathcal{I}p_j = 0 \) for \( j > 0 \), application of the integral operator \( \mathcal{I} \) to (3.8) yields \( \mathcal{I}f = \eta_0 \mu_0^{1/2} \). Moreover, it follows from the symmetry of the measure \( d\mu \) with respect to the origin that

\[
\mathcal{G}_m p_{2j+1} = \tilde{\mathcal{G}}_{m+1, \gamma} p_{2j+1} = 0, \quad j = 0, 1, 2, \ldots.
\]

Therefore, applying the Gauss rule \( \mathcal{G}_m \) and modified anti-Gauss rule \( \tilde{\mathcal{G}}_{m+1, \gamma} \) to (3.8), using the properties (1.8) and (3.9), yields

\[
\mathcal{G}_m f = \sum_{j=0}^{\infty} \eta_j \mathcal{G}_m p_{2j} = \mathcal{I}f + \sum_{j=0}^{\infty} \eta_j \mathcal{G}_m p_{2j},
\]

\[
\tilde{\mathcal{G}}_{m+1, \gamma} f = \sum_{j=0}^{\infty} \eta_j \tilde{\mathcal{G}}_{m+1, \gamma} p_{2j}
\]

\[
= \sum_{j=0}^{m} \eta_j ((1 + \gamma) \mathcal{I} - \gamma \mathcal{G}_m) p_{2j} + \sum_{j=m+1}^{\infty} \eta_j \tilde{\mathcal{G}}_{m+1, \gamma} p_{2j}
\]

\[
= \sum_{j=0}^{m} \eta_j (1 + \gamma) \mathcal{I} p_{2j} - \sum_{j=0}^{m} \eta_j \gamma \mathcal{G}_m p_{2j} + \sum_{j=m+1}^{\infty} \eta_j \tilde{\mathcal{G}}_{m+1, \gamma} p_{2j}
\]

(3.11) \[\mathcal{I}f - \eta_{2m} \gamma \mathcal{G}_m p_{2m} + \sum_{j=m+1}^{\infty} \eta_j \tilde{\mathcal{G}}_{m+1, \gamma} p_{2j}.\]

Related expansions for the case when \( \gamma = 1 \) and the measure \( d\mu \) is not required to be symmetric can be found in [2].
Assume that the coefficients $\eta_j$ converge rapidly to zero with increasing index. Then the leading terms in the expansions (3.10) and (3.11) dominate and the integration errors $\mathcal{E}_m f$ and $\mathcal{E}_{m+1, \gamma} f$ are of opposite sign, or equivalently,

$$\mathcal{G}_m f \leq \mathcal{I} f \leq \mathcal{G}_{m+1, \gamma} f \quad \text{or} \quad \mathcal{G}_m f \geq \mathcal{I} f \geq \mathcal{G}_{m+1, \gamma} f.$$  

We formulate this observation as a theorem.

**Theorem 3.1.** Let the function $f(t)$, $-a < t < a$, have an expansion (3.8) that converges sufficiently rapidly to allow term-wise integration. In addition, assume that

$$|\eta_{2m} \mathcal{G}_m p_{2m}| \geq \left| \sum_{j=m+1}^{\infty} \eta_{2j} \mathcal{G}_m p_{2j} \right|,$$

and the inequality (3.13) yields

$$\text{sign}(\mathcal{G}_m f) = -\text{sign}(\eta_{2m} \mathcal{G}_m p_{2m})$$

or $\mathcal{E}_m f = 0$. Similarly, we obtain from (3.11) that

$$\mathcal{E}_{m+1, \gamma} f = (\mathcal{I} - \mathcal{G}_{m+1, \gamma}) f = \eta_{2m} \gamma \mathcal{G}_m p_{2m} - \sum_{j=m+1}^{\infty} \eta_{2j} \mathcal{G}_{m+1, \gamma} p_{2j},$$

and it follows from (3.14) that

$$\text{sign}(\mathcal{E}_{m+1, \gamma} f) = \text{sign}(\eta_{2m} \mathcal{G}_m p_{2m})$$

or $\mathcal{E}_{m+1, \gamma} f = 0$. This shows (3.12). \( \square \)

The following auxiliary result will help us to draw further conclusions from the expansions (3.10) and (3.11).

**Lemma 3.2.**

$$G_{m} p_{2m} = -\mu_0^{1/2} \frac{\beta_1 \beta_2 \cdots \beta_m}{\beta_{m+1} \beta_{m+2} \cdots \beta_{2m}}, \quad m = 1, 2, 3, \ldots,$$

where $\mu_0$ is defined by (1.3) and the $\beta_j$ are the recursion coefficients of the orthonormal polynomials $p_j$; see (1.2).

**Proof.** Substituting $f = p_{2m}$ into (1.13) and (1.14), and using the fact that $I_{p_{2m}} = 0$, yields

$$-G_{m} p_{2m} = \frac{p_{2m}^{(2m)}(\theta)}{(2m)!} \int_a^b \prod_{j=1}^m (t - t_j)^2 \, d\mu(t).$$
It follows from (1.4) that
\[ \frac{p_{2m}^{(2m)}(\theta)}{(2m)!} = \beta_0^{-1} \beta_1^{-1} \cdots \beta_{2m}^{-1} \]
and
\[ \prod_{j=1}^{m}(t-t_j) = \beta_0 \beta_1 \cdots \beta_m p_m(t), \]
where $\beta_0 = \mu_0^{1/2}$. Therefore
\[ \int_{-a}^{a} \prod_{j=1}^{m}(t-t_j)^2 d\mu(t) = \beta_0^2 \beta_1^2 \cdots \beta_m^2 \]
Substituting (3.19) and (3.20) into (3.18) yields (3.17). \[\blacksquare\]

**Corollary 3.3.** Under the conditions of Theorem 3.1, we have
\[ \text{sign}(\mathcal{E}_m f) = \text{sign}(\eta_{2m}), \quad \text{sign}(\mathcal{E}_{m+1, \gamma} f) = -\text{sign}(\eta_{2m}). \]

**Proof.** The corollary follows by substituting (3.17) into (3.15) and (3.16). \[\blacksquare\]

The following theorem gives sufficient conditions, that do not explicitly depend on the quadrature rules, for the Gauss and anti-Gauss rules to give quadrature errors of opposite sign.

**Theorem 3.4.** Let the function $f(t)$, $-a < t < a$, have an expansion (3.8) that converges sufficiently rapidly to allow term-wise integration. If
\[ |\eta_{2m}| \geq \mu_0^{1/2} \max \{1, \frac{1}{\gamma} \} \frac{\beta_{m+1} \beta_{m+2} \cdots \beta_{2m}}{\beta_1 \beta_2 \cdots \beta_m} \max_{-a \leq t \leq a} | \sum_{j=m+1}^{\infty} \eta_{2j} p_{2j}(t) |, \]
where $\mu_0$ is defined by (1.3), then (3.12) holds.

**Proof.** In view of Lemma 3.2, the inequality (3.21) is equivalent to
\[ |\eta_{2m} \mathcal{G}_m p_{2m}| \geq \max \{1, \frac{1}{\gamma} \} \mu_0 \max_{-a \leq t \leq a} | \sum_{j=m+1}^{\infty} \eta_{2j} p_{2j}(t) |. \]

Using the fact that the weights $u_k^2$ and $\tilde{u}_k^2$ of the Gauss and anti-Gauss rules $\mathcal{G}_m$ and $\mathcal{G}_{m+1, \gamma}$, respectively, are positive and sum to $\mu_0$ yields the following two lower bounds for the sum in the right-hand side of (3.22),
\[
\mu_0 \max_{-a \leq t \leq a} | \sum_{j=m+1}^{\infty} \eta_{2j} p_{2j}(t) | \geq | \sum_{k=1}^{m+1} ( \sum_{j=m+1}^{\infty} \eta_{2j} p_{2j}(t_k) ) u_k^2 | \\
= | \mathcal{G}_m ( \sum_{j=m+1}^{\infty} \eta_{2j} p_{2j} ) | = | \sum_{j=m+1}^{\infty} \eta_{2j} \mathcal{G}_m p_{2j} | \\
\mu_0 \max_{-a \leq t \leq a} | \sum_{j=m+1}^{\infty} \eta_{2j} p_{2j}(t) | \geq | \sum_{k=1}^{m+1} ( \sum_{j=m+1}^{\infty} \eta_{2j} p_{2j}(t_k) ) \tilde{u}_k^2 | \\
= | \mathcal{G}_{m+1, \gamma} ( \sum_{j=m+1}^{\infty} \eta_{2j} p_{2j} ) | = | \sum_{j=m+1}^{\infty} \eta_{2j} \mathcal{G}_{m+1, \gamma} p_{2j} |,
\]
Substituting these bounds into (3.22) shows that
\[
|\eta_2 \gamma_m \gamma_{2m}| \geq \mu_0 \max_{-\alpha \leq t \leq \alpha} | \sum_{j=m+1}^{\infty} \eta_2 \gamma_{2j}(t) | \geq | \sum_{j=m+1}^{\infty} \eta_2 \gamma_2 \gamma_{2j} |
\]
and
\[
|\eta_2 \gamma_m \gamma_{2m}| \geq \frac{\mu_0}{\gamma} \max_{-\alpha \leq t \leq \alpha} | \sum_{j=m+1}^{\infty} \eta_2 \gamma_{2j}(t) | \geq \frac{1}{\gamma} | \sum_{j=m+1}^{\infty} \eta_2 \gamma_{m+1} \gamma_{2j} |.
\]
Thus, the inequality (3.21) implies (3.13) and (3.14), and the theorem follows from Theorem 3.1.

Theorem 3.4 suggests how a set of functions for which pairs of Gauss and anti-Gauss rules \( \gamma_m \) and \( \gamma_{m+1} \), give quadrature errors of opposite sign can be defined. Thus, let \( \mathcal{Q}_m(\mu) \) be the set of functions \( f \) with a term-wise integrable expansion (3.8), such that the inequality (3.21) holds for \( m = 1, 2, 3, \ldots \).

**Corollary 3.5.** Let \( f \in \mathcal{Q}_m(\mu) \). Then (3.12) holds for \( m = 1, 2, 3, \ldots \).

**Proof.** The corollary follows from Theorem 3.4.

It follows from (3.10) and (3.11) that
\[
(1 + \gamma)^{-1}(\hat{\gamma}_{m+1} \gamma f - \gamma_m f) \approx -\eta_2 \gamma \gamma_{2m} m_{2m},
\]
and therefore evaluation of the left-hand side of (3.23) yields an estimate of the error in \( \gamma_m f \). Similarly, evaluation of the left-hand side of
\[
(3.24) \quad \frac{\gamma}{1 + \gamma}(\hat{\gamma}_{m+1} \gamma f - \gamma_m f) \approx \eta_2 \gamma \gamma_{m} m_{2m}
\]
gives an estimate of the error in \( \hat{\gamma}_{m+1} \gamma f \).

The formulas (3.10) and (3.11) suggest that the quadrature rule
\[
(3.25) \quad \mathcal{L}_{2m+1} \gamma f := (1 + \gamma)^{-1}(\hat{\gamma}_{m+1} \gamma + \gamma \gamma_m) f
\]
yields a good approximation of \( \mathcal{I}f \). Indeed, it follows from (3.10) and (3.11) that
\[
\mathcal{L}_{2m+1} \gamma f = \mathcal{I}f + \frac{\gamma}{1 + \gamma} \sum_{j=m+1}^{\infty} \eta_2 \gamma \gamma_{2m+1} \gamma_{2j} f,
\]
which shows that the quadrature rule (3.25) is exact for all polynomials of degree up to \( 2m + 1 \). We refer to \( \mathcal{L}_{2m+1} \gamma f \) as the average integration rule. Laurie [7] introduced this quadrature rule for \( \gamma = 1 \).

The following connection between Gauss-Lobatto rules and modified anti-Gauss rules suggests, in view of Theorems 3.1 and 3.4, that for many integrands the \( m \)-point Gauss rule \( \gamma_m \) and the associated \( (m + 1) \)-point Gauss-Lobatto rule \( \hat{\gamma}_{m+1} \) give integration errors of opposite sign.

**Theorem 3.6.** The Gauss-Lobatto quadrature rule (1.10) is a modified anti-Gauss rule (3.1) with
\[
(3.26) \quad \gamma = \frac{a \beta_m(a)}{\beta_m \beta_{m-1}(a)} - 1.
\]
In particular, \( \gamma \) is positive.

Proof. The expression (3.26) follows from (2.1) and by requiring the matrices 
\( \hat{T}_{m+1} \) and \( \hat{T}_{m+1} \) to have the same last subdiagonal entries. Then \( \hat{T}_{m+1} = \hat{T}_{m+1} \).

It remains to be shown that \( \gamma \) defined by (3.26) is positive. Since \( p_j(a) > 0 \) and \( \beta_j > 0 \) for all \( j \), it suffices to show that
\[
ap_m(a) - \beta_m p_{m-1}(a) > 0.
\]

But the left-hand side of this inequality equals \( \beta_{m+1} p_{m+1}(a) \), which is positive.

Introduce
\[
\gamma(t) := \frac{t p_m(t)}{\beta_m p_{m-1}(t)} - 1, \quad t \geq a.
\]

This formula generalizes (3.26). It follows from (2.1) with \( a \) replaced by \( t \) that the symmetric tridiagonal matrix obtained by replacing the last subdiagonal entry \( \sqrt{1 + \gamma \beta_m} \) in \( \hat{T}_{m+1} \) by \( \sqrt{1 + \gamma(t) \beta_m} \) has eigenvalues at \( \pm \gamma \).

Theorem 3.7. The parameter \( \gamma(t) \) defined by (3.27) is a positive and strictly increasing function of \( t \) for \( t \geq a \). Moreover,
\[
\lim_{t \to \infty} \frac{\gamma(t)}{t^2} = 1.
\]

Proof. Since the zeros of the polynomials \( p_j \) are in the open interval \( ]-a, a[ \) for all \( j \), the quantity \( \gamma(t) \) is well defined for all \( t \geq a \). Theorem 3.6 established that \( \gamma(a) > 0 \). The inequality
\[
p_m(t)p_{m-1}(t) - p_m'(t)p_{m-1}(t) > 0, \quad t \in \mathbb{R},
\]
is well known; see, e.g., [9, eq. (3.3.6)]. It shows that \( p_m(t)/p_{m-1}(t) \) has a positive derivative for \( t \geq a \). Therefore \( \frac{d}{dt} \gamma(t) > 0 \) for \( t \geq a \). The limit (3.28) is a consequence of (1.4).

Theorem 3.7 shows that for any \( \gamma \geq \gamma(a) \) the modified anti-Gauss rule \( \hat{G}_{m+1}^{\gamma} \) can be considered a Gauss-Lobatto rule associated with the measure \( d\mu \) with prescribed nodes at \( \pm t(\gamma) \), where \( t(\gamma) \) is the inverse function of \( \gamma(t) \).

4 Computed examples

We determine the quadrature error achieved with several pairs of Gauss and Gauss-Lobatto rules. The integrands in the computed examples are chosen so that the error formulas (1.14) and (1.16) for Gauss and Gauss-Lobatto quadrature rules, respectively, do not give simply computable accurate error bounds for the quadrature errors. Moreover, the integrals can be evaluated analytically. All computations were carried using Matlab 6.1 on a personal computer with about 16 significant decimal digits.

Example 4.1. Let \( f(t) := (5 - 10t)\exp(-5(t - t^2)) \), \( a := 1 \) and \( d\mu(t) := dt \).
Then \( \rho_0 = 2 \) and \( I_f = 1 - e^{-10} \). It can be shown that the anti-Gauss rule \( \hat{G}_{m+1} \) with \( \gamma = 1 + 1/m \) is the Gauss-Lobatto rule \( \hat{G}_{m+1}^f \). Tables 4.1 and 4.2 show the performance of Gauss, Gauss-Lobatto and average quadrature rules used to approximate \( I_f \). The errors \((I - G_m)f\) and \((I - G_{m+1})f\) are seen to be
Table 4.1: Example 4.1: Comparison of Gauss rules $G_m$ and Gauss-Lobatto rules $G_{m+1}$ for $f(t) := (5-10t) \exp(-5(t-t^2)), -1 < t < 1$, $d\mu(t) = dt$. $I_f = 1-e^{-10}$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$(I - G_m)f$</th>
<th>$(I - G_{m+1})f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>$1.9 \cdot 10^{-1}$</td>
<td>$-2.1 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>10</td>
<td>$5.6 \cdot 10^{-6}$</td>
<td>$-5.9 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>15</td>
<td>$-2.1 \cdot 10^{-10}$</td>
<td>$2.2 \cdot 10^{-10}$</td>
</tr>
</tbody>
</table>

Table 4.2: Example 4.1: Error of the average rule $L_{2m+1,\gamma}$ and error estimate (3.23) for Gauss rules $G_m$ and (3.24) for Gauss-Lobatto rules, $f(t) := (5-10t) \exp(-5(t-t^2)), -1 < t < 1$, $d\mu(t) = dt$. $I_f = 1-e^{-10}$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$(I - L_{2m+1,\gamma})f$</th>
<th>(3.23)</th>
<th>(3.24)</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>$7.1 \cdot 10^{-10}$</td>
<td>$1.8 \cdot 10^{-1}$</td>
<td>$-2.1 \cdot 10^{-1}$</td>
<td>1.2000</td>
</tr>
<tr>
<td>10</td>
<td>$1.3 \cdot 10^{-7}$</td>
<td>$5.5 \cdot 10^{-6}$</td>
<td>$-6.0 \cdot 10^{-6}$</td>
<td>1.1000</td>
</tr>
<tr>
<td>15</td>
<td>$-8.9 \cdot 10^{-13}$</td>
<td>$-2.1 \cdot 10^{-10}$</td>
<td>$2.2 \cdot 10^{-10}$</td>
<td>1.0667</td>
</tr>
</tbody>
</table>

Table 4.3: Example 4.2: Comparison of Gauss rules $G_m$ and Gauss-Lobatto rules $G_{m+1}$ for $f(t) = \frac{100}{3} \cos\left(\frac{10}{3}\arccos(t)\right) \exp\left(10\sin\left(\frac{10}{3}\arccos(t)\right)\right), -1 < t < 1$, $d\mu(t) = \left(1-t^2\right)^{-1/2}dt$. $I_f = \exp(-5\sqrt{3}) - 1$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$(I - G_m)f$</th>
<th>$(I - G_{m+1})f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>$-4.4 \cdot 10^{-2}$</td>
<td>$9.0 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>200</td>
<td>$-1.1 \cdot 10^{-2}$</td>
<td>$2.3 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>300</td>
<td>$-5.1 \cdot 10^{-3}$</td>
<td>$1.0 \cdot 10^{-2}$</td>
</tr>
</tbody>
</table>

Table 4.4: Example 4.2: Error of the average rule $L_{2m+1,\gamma}$ and error estimates (3.23) for Gauss rules $G_m$ and (3.24) for Gauss-Lobatto rules $G_{m+1}$, $f(t) = \frac{100}{3} \cos\left(\frac{10}{3}\arccos(t)\right) \exp\left(10\sin\left(\frac{10}{3}\arccos(t)\right)\right), -1 < t < 1$, $d\mu(t) = \left(1-t^2\right)^{-1/2}dt$. $I_f = \exp(-5\sqrt{3}) - 1$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$(I - L_{2m+1,\gamma})f$</th>
<th>(3.23)</th>
<th>(3.24)</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>$2.2 \cdot 10^{-2}$</td>
<td>$-6.7 \cdot 10^{-2}$</td>
<td>$6.7 \cdot 10^{-2}$</td>
<td>1</td>
</tr>
<tr>
<td>200</td>
<td>$5.7 \cdot 10^{-3}$</td>
<td>$-1.7 \cdot 10^{-2}$</td>
<td>$1.7 \cdot 10^{-2}$</td>
<td>1</td>
</tr>
<tr>
<td>300</td>
<td>$2.5 \cdot 10^{-3}$</td>
<td>$-7.6 \cdot 10^{-3}$</td>
<td>$7.6 \cdot 10^{-3}$</td>
<td>1</td>
</tr>
</tbody>
</table>

of opposite sign. Moreover, the error estimate (3.23) for the Gauss rule and the error estimate (3.24) for the Gauss-Lobatto rule are close to the actual errors obtained with the Gauss and Gauss-Lobatto rules, respectively. □

Example 4.2. Let $f(t) := \frac{100}{3} \cos\left(\frac{10}{3}\arccos(t)\right) \exp\left(10\sin\left(\frac{10}{3}\arccos(t)\right)\right), a := 1$ and $d\mu(t) = \left(1-t^2\right)^{-1/2}dt$. Then $\mu_0 = \pi$ and $I_f = \exp(-5\sqrt{3}) - 1$. The anti-Gauss rules with $\gamma = 1$ are Gauss-Lobatto rules; see Laurie [7] for a discussion on anti-Gauss rules (with $\gamma = 1$) for Jacobi measures. The performance of the Gauss, Gauss-Lobatto and average quadrature rules is displayed in Tables 4.3 and 4.4. □

Example 4.3. Let $f(t) := \frac{1}{15} \exp(2\arccos(t)) \sin^3(3\arccos(t)), a := 1$ and
Table 4.5: Example 4.3: Comparison of Gauss rules $G_m$ and Gauss-Lobatto rules $\hat{G}_{m+1}$ for $f(t) = \frac{1}{10}\exp(2\arccos(t))\sin^3(3\arccos(t))$, $-1 < t < 1$, $d\mu(t) = (1 - t^2)^{1/2}dt$. $Jf \approx 0.9$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$(I - G_m)f$</th>
<th>$(I - \hat{G}_{m+1})f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>$-3.6 \cdot 10^{-1}$</td>
<td>$3.6 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>10</td>
<td>$-3.9 \cdot 10^{-3}$</td>
<td>$-9.3 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>15</td>
<td>$3.7 \cdot 10^{-4}$</td>
<td>$-9.0 \cdot 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 4.6: Example 4.3: Error of the average rule $L_{2m+1,\gamma}$ and error estimates (3.23) for Gauss rules $G_m$ and (3.24) for Gauss-Lobatto rules $\hat{G}_{m+1}$, $f(t) = \frac{1}{10}\exp(2\arccos(t))\sin^3(3\arccos(t))$, $-1 < t < 1$, $d\mu(t) = (1 - t^2)^{1/2}dt$. $Jf \approx 0.9$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$(I - L_{2m+1,\gamma})f$</th>
<th>(3.23)</th>
<th>(3.24)</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>$-6.0 \cdot 10^{-2}$</td>
<td>$-3.0 \cdot 10^{-4}$</td>
<td>$4.2 \cdot 10^{-1}$</td>
<td>1.4000</td>
</tr>
<tr>
<td>10</td>
<td>$2.1 \cdot 10^{-3}$</td>
<td>$6.0 \cdot 10^{-3}$</td>
<td>$-7.2 \cdot 10^{-3}$</td>
<td>1.2000</td>
</tr>
<tr>
<td>15</td>
<td>$-2.3 \cdot 10^{-4}$</td>
<td>$5.9 \cdot 10^{-4}$</td>
<td>$-6.7 \cdot 10^{-4}$</td>
<td>1.1333</td>
</tr>
</tbody>
</table>

d$\mu(t) := (1 - t^2)^{1/2}dt$. Then $\mu_0 = \pi/2$ and

$$Jf = \frac{365796}{212298125}(e^{2\pi} + 1).$$

Hence, $Jf \approx 0.9$. The anti-Gauss rule $\hat{G}_{m+1,\gamma}$ with $\gamma = 1 + 2/m$ is the Gauss-Lobatto rule $\hat{G}_{m+1}$. Tables 4.5 and 4.6 illustrate the performance of the Gauss, Gauss-Lobatto and average quadrature rules. □

The above examples show Gauss and Gauss-Lobatto rules to give quadrature errors of opposite sign. They therefore provide upper and lower bounds of $Jf$. This behavior also has been observed for numerous other integrands.
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