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#### Abstract

Vandermonde matrices arise frequently in computational mathematics in problems that require polynomial approximation, differentiation, or integration. These matrices are defined by a set of $n$ distinct nodes $x_{1}, x_{2}, \ldots, x_{n}$ and a monomial basis. A difficulty with Vandermonde matrices is that they typically are quite ill-conditioned when the nodes are real and $n$ is not very small. The ill-conditioning often can be reduced significantly by using a basis of orthonormal polynomials $p_{0}, p_{1}, \ldots, p_{n-1}$, with $\operatorname{deg}\left(p_{j}\right)=j$. This was first observed by Gautschi. The matrices so obtained are commonly referred to as Vandermonde-like and are of the form $V_{n, n}=\left[p_{i-1}\left(x_{j}\right)\right]_{i, j=1}^{n} \in \mathbb{R}^{n \times n}$. Gautschi analyzed optimally conditioned and optimally scaled square Vandermonde and Vandermonde-like matrices with real nodes. We extend Gautschi's analysis to rectangular Vandermonde-like matrices with real nodes, as well as to Vandermonde-like matrices with nodes on the unit circle in the complex plane. Additionally, we investigate existence and uniqueness of optimally conditioned Vandermonde-like matrices. Finally, we discuss properties of rectangular Vandermonde and Vandermonde-like matrices $V_{N, n}$ of order $N \times n, N \neq n$, with Chebyshev nodes or with equidistant nodes on the unit circle in the complex plane, and show that the condition number of these matrices can be bounded independently of the number of nodes.
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1. Introduction. Let $x_{1}, x_{2}, \ldots, x_{N}$ be distinct nodes in the complex plane $\mathbb{C}$, and let $p_{0}, p_{1}, p_{2}, \ldots$ be a polynomial family with $\operatorname{deg}\left(p_{j}\right)=j$. Matrices of the form

$$
V_{N, n}:=\left[\begin{array}{cccc}
p_{0}\left(x_{1}\right) & p_{1}\left(x_{1}\right) & \cdots & p_{n-1}\left(x_{1}\right)  \tag{1.1}\\
p_{0}\left(x_{2}\right) & p_{1}\left(x_{2}\right) & \cdots & p_{n-1}\left(x_{2}\right) \\
\vdots & \vdots & \cdots & \vdots \\
p_{0}\left(x_{N}\right) & p_{1}\left(x_{N}\right) & \cdots & p_{n-1}\left(x_{N}\right)
\end{array}\right] \in \mathbb{C}^{N \times n}
$$

are known as Vandermonde-like matrices. When the polynomials $p_{j}$ are monomials, i.e., $p_{j}(x)=x^{j}, j=0,1, \ldots, n-1$, the Vandermonde-like matrix (1.1), which is rectangular when $N \neq n$, simplifies to a (standard) Vandermonde matrix. Vandermondelike matrices arise in polynomial interpolation and least-squares approximation, when approximating the derivative of a function known at the nodes $x_{1}, x_{2}, \ldots, x_{N}$ by differentiating the interpolating polynomial or a polynomial least-squares approximant, and when computing the weights of an interpolating quadrature rule with nodes $x_{1}, x_{2}, \ldots, x_{N}$; see, e.g., Gautschi $[13,16]$ for discussions on applications.

The condition number of a square matrix furnishes a bound for the relative error in the solution of a linear system of equations with the matrix caused by an error in the data vector (right-hand side). A small condition number indicates a small relative

[^0]error in the data vector only causes a small relative error in the solution. Conversely, a large condition number signals that the computed solution may be very sensitive to an error in the data vector. The condition number also yields bounds for the relative error in the solution of least-squares problems caused by an error in the data vector; see, e.g., $[13,23,37]$ for discussions.

We are interested in investigating the conditioning of rectangular Vandermonde and Vandermonde-like matrices. The conditioning is measured by condition numbers defined as

$$
\begin{equation*}
\kappa_{2}\left(V_{N, n}\right):=\left\|V_{N, n}\right\|_{2}\left\|V_{N, n}^{\dagger}\right\|_{2}, \quad \kappa_{F}\left(V_{N, n}\right):=\left\|V_{N, n}\right\|_{F}\left\|V_{N, n}^{\dagger}\right\|_{F} \tag{1.2}
\end{equation*}
$$

where $V_{N, n}^{\dagger}$ denotes the Moore-Penrose pseudo-inverse of $V_{N, n},\|\cdot\|_{2}$ stands for the spectral norm, and $\|\cdot\|_{F}$ for the Frobenius norm, i.e.,

$$
\begin{equation*}
\left\|V_{N, n}\right\|_{F}:=\sqrt{\operatorname{trace}\left(V_{N, n}^{*} V_{N, n}\right)} \tag{1.3}
\end{equation*}
$$

The superscript * denotes transposition and complex conjugation when applicable. Bounds for the condition number of (standard) rectangular Vandermonde matrices $V_{N, n}$ with Chebyshev nodes $x_{j}$ and $1 \leq n<N$ have been derived by Li [28], who exploits the structure of the QR factorization of $V_{N, n}$ to bound $\kappa_{F}\left(V_{N, n}\right)$.

We will use the singular value decomposition (SVD)

$$
\begin{equation*}
V_{N, n}=U \Sigma W^{*} \tag{1.4}
\end{equation*}
$$

in our analysis, where the $U \in \mathbb{C}^{N \times N}$ and $W \in \mathbb{C}^{n \times n}$ are unitary matrices. The matrix

$$
\Sigma=\operatorname{diag}\left[\sigma_{1}, \sigma_{2}, \ldots, \sigma_{\min \{N, n\}}\right] \in \mathbb{R}^{N \times n}
$$

is diagonal and rectangular when $N \neq n$. Its nontrivial entries are known as singular values. They are nonnegative and ordered according to $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{\min \{N, n\}}$ $\geq 0$; see, e.g., [37] for details on the SVD. It easily can be shown that when the nodes $x_{i}$ are distinct, all singular values are positive; see below. We assume this to be the case. Then

$$
\left\|V_{N, n}\right\|_{2}=\sigma_{1}, \quad\left\|V_{N, n}^{\dagger}\right\|_{2}=\sigma_{\min \{N, n\}}^{-1}
$$

and (1.2) yields

$$
\begin{equation*}
\kappa_{2}\left(V_{N, n}\right)=\frac{\sigma_{1}}{\sigma_{\min \{N, n\}}} \geq 1 \tag{1.5}
\end{equation*}
$$

with equality if and only if all singular values are equal. Similarly, substituting (1.4) into (1.3) yields

$$
\left\|V_{N, n}\right\|_{F}=\sqrt{\sum_{j=1}^{\min \{N, n\}} \sigma_{j}^{2}}, \quad\left\|V_{N, n}^{\dagger}\right\|_{F}=\sqrt{\sum_{j=1}^{\min \{N, n\}} \sigma_{j}^{-2}}
$$

It follows that

$$
\begin{equation*}
\kappa_{F}\left(V_{N, n}\right)=\sqrt{\sum_{j=1}^{\min \{N, n\}} \sigma_{j}^{2} \cdot \sum_{j=1}^{\min \{N, n\}} \sigma_{j}^{-2}} \geq \min \{N, n\} \tag{1.6}
\end{equation*}
$$

where the lower bound is a consequence of the Cauchy-Schwarz inequality. The bound is attained if and only if all singular values are equal. We say that a matrix is optimally conditioned if the lower bounds (1.5) and (1.6) for the condition numbers are achieved. Note that these bounds are achieved simultaneously.

Bazán [3] observed that rectangular Vandermonde matrices with $n \gg N$ can be fairly well-conditioned when the nodes $x_{i}$ are close to the unit circle in the complex plane and pairwise not too close. However, the situation when the nodes are real is quite different. Gautschi [11] has shown that the inverse of a square Vandermonde matrix is of large norm when the nodes are real. This results in a large condition number. Further investigations by Gautschi [10] and Gautschi and Inglese [15] provide bounds for condition numbers; the latter work shows that the condition number of square Vandermonde matrices with real nodes grows exponentially with the number of nodes. The conditioning of square Vandermonde matrices also is investigated by Beckermann [4], Eisinberg et al. [9], Gautschi [14], Li [27], and Tyrtyshnikov [38].

To circumvent the ill-conditioning of square Vandermonde matrices with real nodes, Gautschi [12] introduced square Vandermonde-like matrices in which the power basis is replaced by a basis of polynomials that are orthonormal with respect to an inner product defined by a non-negative measure with support on the real axis.

It is the purpose of the present paper to generalize results by Gautschi for square Vandermonde and Vandermonde-like matrices with real nodes to rectangular Vandermonde and Vandermonde-like matrices. Moreover, we will discuss square and rectangular Vandermonde and Vandermonde-like matrices with nodes on the unit circle in the complex plane.

This paper is organized as follows. Section 2 reviews results by Gautschi on the conditioning of square Vandermonde and Vandermonde-like matrices, and section 3 extends Gautschi's analysis to rectangular Vandermonde and Vandermondelike matrices. Using a result by Posse [31], Gautschi [12, 14] showed that square Chebyshev-Vandermonde matrices $V_{n, n}=\left[T_{i-1}\left(x_{j}\right)\right]_{i, j=1}^{n}$, where the $T_{i-1}$ are Chebyshev polynomials of the first kind for the interval $[-1,1]$ and the nodes $x_{1}, x_{2}, \ldots, x_{n}$ are the zeros of $T_{n}$, are the only Vandermonde-like matrices that are optimally conditioned for all $n \geq 1$ with respect to the Frobenius and spectral norms. We show this to be the case also for rectangular Vandermonde-like matrices $V_{N, n}$, where $N \neq n$. Section 4 considers square and rectangular Vandermonde and Vandermonde-like matrices defined by polynomials that are orthogonal with respect to an inner product defined by a non-negative measure on the unit circle in the complex plane $\mathbb{C}$ and by nodes that are the abscissas of a Gauss-Szegő quadrature rule associated with this inner product. Section 5 discusses the conditioning of Vandermonde-like matrices determined by a general polynomial basis and Chebyshev nodes and extends results shown by Eisinberg et al. [9]. Specifically, we show that the Frobenius and spectral condition numbers of Vandermonde and Vandermonde-like matrices with Chebyshev nodes can be bounded independently of the number of nodes. An analogous result for Vandermonde matrices with equidistant nodes on the unit circle in $\mathbb{C}$ also is shown. Finally, section 6 contains concluding remarks.
2. Square Vandermonde-like matrices. This section reviews results shown by Gautschi [12] for square Vandermonde-like matrices. Let $p_{0}, p_{1}, p_{2}, \ldots$ be a family of polynomials, with $\operatorname{deg}\left(p_{j}\right)=j$, that are orthogonal with respect to an inner product determined by a real nonnegative measure $d \lambda$ with support on the real axis at infinitely many points,

$$
\begin{equation*}
(f, g)_{\lambda}:=\int f(x) g(x) d \lambda(x) \tag{2.1}
\end{equation*}
$$

Further, assume that the polynomials are normalized to be of unit length with respect to the norm associated with this inner product. Thus,

$$
\left(p_{j}, p_{k}\right)_{\lambda}= \begin{cases}0, & j \neq k  \tag{2.2}\\ 1, & j=k\end{cases}
$$

Introduce the $N$-node Gauss quadrature rule associated with the measure $d \lambda$,

$$
\begin{equation*}
\mathcal{G}_{N} f=\sum_{k=1}^{N} \lambda_{k}^{(N)} f\left(x_{k}^{(N)}\right) . \tag{2.3}
\end{equation*}
$$

The nodes $x_{1}^{(N)}, x_{2}^{(N)}, \ldots, x_{N}^{(N)}$ are known to be distinct and in the convex hull of the support of $d \lambda$, and the weights $\lambda_{1}^{(N)}, \lambda_{2}^{(N)}, \ldots, \lambda_{N}^{(N)}$ are positive. This quadrature rule can be applied to approximate the integral

$$
\mathcal{I} f=\int f(x) d \lambda(x)
$$

It is characterized by the property

$$
\mathcal{I} f=\mathcal{G}_{N} f \quad \forall f \in \mathbb{P}_{2 N-1},
$$

where $\mathbb{P}_{2 N-1}$ denotes the set of polynomials of degree at most $2 N-1$; see, e.g., Gautschi [16] and Szegő [36] for discussions on Gauss quadrature.

The Christoffel function associated with the Gauss rule (2.3) can be expressed as

$$
\begin{equation*}
\Lambda_{N}(x)=\left(\sum_{j=0}^{N-1} p_{j}^{2}(x)\right)^{-1} \tag{2.4}
\end{equation*}
$$

see, e.g., Szegő [36, Chapter 2]. Evaluation of this function at the Gaussian nodes yields the Gaussian weights,

$$
\begin{equation*}
\lambda_{k}^{(N)}=\Lambda_{N}\left(x_{k}^{(N)}\right), \quad 1 \leq k \leq N \tag{2.5}
\end{equation*}
$$

which also are known as Christoffel numbers. Gautschi [12, Theorem 2.1] showed the following result for square Vandermonde-like matrices.

Proposition 1. Let the Vandermonde-like matrix defined by (1.1) with $n=N$ be determined by the orthonormal polynomials that satisfy (2.2) and by the Gaussian nodes $x_{k}:=x_{k}^{(N)}, 1 \leq k \leq N$. Then

$$
\begin{equation*}
\kappa_{F}\left(V_{N, N}\right)=\left(\sum_{k=1}^{N} \lambda_{k}^{(N)} \cdot \sum_{k=1}^{N}\left(\lambda_{k}^{(N)}\right)^{-1}\right)^{1 / 2} \tag{2.6}
\end{equation*}
$$

where the $\lambda_{k}^{(N)}$ are the Gaussian weights (2.5).
The Cauchy-Schwarz inequality applied to the right-hand side of (2.6) shows that

$$
\kappa_{F}\left(V_{N, N}\right) \geq N
$$

with equality if and only if all Christoffel numbers $\lambda_{k}^{(N)}, k=1,2, \ldots, N$, are equal. Gautschi [12] showed that the Chebyshev measure

$$
\begin{equation*}
d \lambda(x)=\left(1-x^{2}\right)^{-1 / 2} d x, \quad-1<x<1 \tag{2.7}
\end{equation*}
$$

determines quadrature nodes that give optimally conditioned Vandermonde-like matrices $V_{N, N}$ for all $N \geq 1$. To prove this, Gautschi [12] applied the following result due to Posse [31].

ThEOREM 1. Let $d \lambda$ be a nonnegative measure on the interval $[-1,1]$ with infinitely many points of support, and let $p_{0}, p_{1}, p_{2}, \ldots$ be a sequence of normalized orthogonal polynomials, i.e., they satisfy $\operatorname{deg}\left(p_{j}\right)=j$, for all $j=0,1,2, \ldots$, and (2.2). Denote the zeros of $p_{N}$ by $x_{1}^{(N)}, x_{2}^{(N)}, \ldots, x_{N}^{(N)}$. If for all $N=1,2,3, \ldots$, it holds that

$$
\int_{-1}^{1} p(x) d \lambda(x)=\nu_{N} \sum_{k=1}^{N} p\left(x_{k}^{(N)}\right)
$$

for some scalar $\nu_{N}$ and all polynomials $p \in \mathbb{P}_{2 N-1}$, then $d \lambda$ is the Chebyshev measure (2.7) or a scaled version thereof.

We recall that the normalized orthogonal polynomials with respect to this measure are given by

$$
p_{j}(x)= \begin{cases}\sqrt{\frac{1}{\pi}} T_{0}(x), & j=0  \tag{2.8}\\ \sqrt{\frac{2}{\pi}} T_{j}(x), & j=1,2, \ldots\end{cases}
$$

where the $T_{j}(x)$ are Chebyshev polynomials of the first kind. They can be defined as

$$
\begin{equation*}
T_{j}(x)=\cos (j \arccos (x)), \quad j=0,1,2, \ldots, \tag{2.9}
\end{equation*}
$$

for $-1 \leq x \leq 1$. The Gaussian nodes and weights associated with the measure (2.7) are given by

$$
\begin{equation*}
x_{k}^{(N)}=\cos \left(\frac{2 k-1}{2 N} \pi\right), \quad \lambda_{k}^{(N)}=\frac{\pi}{N}, \quad 1 \leq k \leq N \tag{2.10}
\end{equation*}
$$

Obviously, the result of Theorem 1 also holds for an arbitrary compact interval $[a, b]$ provided that the measure $d \lambda$ and the nodes (2.10) are transformed correspondingly.

Square Vandermonde-like matrices with distinct nodes (1.1) are known to be nonsingular; see, e.g., [35, section 3.6]. Let the Vandermonde-like matrix $V_{N, N}$ have the singular values $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{N}>0$. Gautschi's proof [12, Theorem 2.1] of Proposition 1 shows that the singular values are square roots of the reciprocal Christoffel numbers, up to a renumbering.

Corollary 1. All singular values of the Vandermonde-like matrix $V_{N, N}$ are equal if the polynomials $p_{j}$ are defined by (2.8) and the nodes are the Chebyshev points (2.10). Then $V_{N, N}$ is optimally conditioned, i.e., $\kappa_{F}\left(V_{N, N}\right)=N$ and $\kappa_{2}\left(V_{N, N}\right)=1$.

Let $p_{0}, p_{1}, p_{2}, \ldots$ be a family of normalized orthogonal polynomials with respect to an inner product (2.1) that is defined by a nonnegative measure $d \lambda$ on the real axis with infinitely many points of support. It is interesting to note that any square Vandermonde-like matrix that is defined by such a family of polynomials $p_{0}, p_{1}, p_{2}, \ldots$ can be made optimally conditioned by an appropriate choice of nodes and row scaling. This can be shown as follows. Let $c \in \mathbb{R}$ be a constant and let the nodes $x_{1}, x_{2}, \ldots, x_{N}$ be the zeros of the polynomial $p_{N}(x)-c p_{N-1}(x)$. It follows from [36, Theorem 3.3.4] that the zeros of $p_{N}(x)-c p_{N-1}(x)$ are distinct and real. The Christoffel-Darboux formula for $i \neq j$ yields

$$
\begin{equation*}
\sum_{k=0}^{N-1} p_{k}\left(x_{i}\right) p_{k}\left(x_{j}\right)=\frac{\mu_{N-1}}{\mu_{N}} \frac{p_{N}\left(x_{i}\right) p_{N-1}\left(x_{j}\right)-p_{N}\left(x_{j}\right) p_{N-1}\left(x_{i}\right)}{x_{i}-x_{j}} \tag{2.11}
\end{equation*}
$$

where $\mu_{k}$ is the leading coefficient of $p_{k}(x)$. Since $p_{N}\left(x_{i}\right)=c p_{N-1}\left(x_{i}\right)$, we have

$$
p_{N}\left(x_{i}\right) p_{N-1}\left(x_{j}\right)=c p_{N-1}\left(x_{i}\right) p_{N-1}\left(x_{j}\right), \quad p_{N}\left(x_{j}\right) p_{N-1}\left(x_{i}\right)=c p_{N-1}\left(x_{j}\right) p_{N-1}\left(x_{i}\right)
$$

Substitution into (2.11) yields

$$
\sum_{k=0}^{N-1} p_{k}\left(x_{i}\right) p_{k}\left(x_{j}\right)=0, \quad i \neq j
$$

Hence, the rows of the matrix $V_{N, N}$ are orthogonal. Normalizing the rows of $V_{N, N}$ makes the matrix orthogonal and, therefore, optimally conditioned.
3. Rectangular Vandermonde-like matrices. We extend the results of the previous section to rectangular Vandermonde-like matrices. The first lemmas are concerned with some basic properties that will be used in the sequel.

Lemma 1. Let $p_{0}, p_{1}, \ldots, p_{n-1}$ be polynomials such that $\operatorname{deg}\left(p_{j}\right)=j$, and assume that the points $x_{1}, x_{2}, \ldots, x_{N}$ are distinct in the complex plane. Then the rectangular Vandermonde-like matrix (1.1) is of full rank.

Proof. Let $m=\min \{n, N\}$. The leading $m \times m$ principal submatrix of the matrix (1.1) is nonsingular by [35, Theorem 3.6.11].

The following result will be used in the sequel.
LEMMA 2. An optimally conditioned matrix $A \in \mathbb{C}^{N \times n}$ can be written as $A=\sigma Q$, where $\sigma$ is positive constant and the matrix $Q$ has orthonormal columns if $N \geq n$ and orthonormal rows if $N \leq n$.

Proof. The lemma follows from the SVD of $A=U \Sigma W^{*}$. Here $U \in \mathbb{C}^{N \times N}$ and $W \in \mathbb{C}^{n \times n}$ are unitary matrices. Assume that $N \geq n$. Then $\Sigma=\operatorname{diag}\left[\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right] \in$ $\mathbb{R}^{N \times n}$ with $\sigma_{1}=\cdots=\sigma_{n}$. Let the matrix $\hat{U} \in \mathbb{C}^{N \times n}$ be made up of the $n$ first columns of $U$. Then $A=\sigma_{1} \hat{U} W^{*}$, where the matrix $\hat{U} W^{*}$ has orthonormal columns. The proof for $N<n$ proceeds similarly.

Lemma 3. Let the polynomials $p_{0}, p_{1}, \ldots, p_{N-1}$ be Chebyshev polynomials (2.8), and let the nodes $x_{j}$ be the zeros (2.10) of $p_{N}$. Then, for $1 \leq n \leq N$,

$$
\left\|V_{N, n}\right\|_{F}=\sqrt{\frac{N n}{\pi}}
$$

Proof. The polynomials (2.8) satisfy for $0 \leq i, j<N$,

$$
\sum_{k=1}^{N} p_{j}\left(x_{k}\right) p_{i}\left(x_{k}\right)= \begin{cases}0, & i \neq j,  \tag{3.1}\\ \frac{N}{\pi}, & i=j\end{cases}
$$

Therefore,

$$
\left\|V_{n, N}\right\|_{F}^{2}=\operatorname{trace}\left(V_{n, N}^{*} V_{N, n}\right)=\frac{N n}{\pi}
$$

Let $V_{N, N} \in \mathbb{R}^{N \times n}$ be optimally conditioned. The following theorem shows that rectangular submatrices obtained by removing the last few rows or the last few columns of $V_{N, N}$ also are optimally conditioned.

Theorem 2. Rectangular Vandermonde-like matrices $V_{N, n}$ of normalized Chebyshev polynomials (2.8) with the nodes (2.10) are optimally conditioned for all $1 \leq$ $n \leq N$. Also rectangular Vandermonde-like matrices $V_{m, N}$ of normalized Chebyshev polynomials (2.8) with the nodes (2.10) are optimally conditioned for all $1 \leq m \leq N$.

Proof. The polynomials $p_{0}, p_{1}, \ldots, p_{N-1}$ defined by (2.8) are orthogonal with respect to a discrete inner product (3.1). The matrix $V_{N, N}$ satisfies $V_{N, N}^{*} V_{N, N}=\frac{N}{\pi} I_{N}$, where $I_{N}$ denotes the identity matrix of order $N$. It follows that all singular values are $\sqrt{N / \pi}$.

We first consider the situation when $V_{N, n}$ has more rows than columns, i.e., $1 \leq n<N$. The matrix $V_{N, n}$ consist of the first $n$ columns of $V_{N, N}$. Therefore, $V_{N, n}^{*} V_{N, n}=\frac{N}{\pi} I_{n}$. Hence, all singular values of $V_{N, n}$ are $\sqrt{N / \pi}$, and it follows that the matrix $V_{N, n}$ is optimally conditioned.

Now consider the matrices $V_{m, N}$ with more columns than rows, i.e., $1 \leq m \leq N$. It follows from $V_{N, N} V_{N, N}^{*}=\frac{N}{\pi} I_{N}$ that $V_{m, N} V_{m, N}^{*}=\frac{N}{\pi} I_{m}$. Hence, the matrix $V_{m, N}$ is optimally conditioned.

We note that Theorem 2 remains valid also when arbitrary rows or columns are deleted from the matrix $V_{N, N}$.

The Christoffel numbers for the Gauss rule (2.3) associated with the Chebyshev measure (2.7) easily can be determined by using the fact that the matrix $V_{N . N}$ is optimally conditioned. We have $V_{N, N} V_{N, N}^{*}=\frac{N}{\pi} I$, and it follows from (2.4) and (2.5) that the diagonal entries of this matrix are the reciprocal values of the Christoffel numbers.

The matrix $V_{N, N}$ is closely related to the discrete cosine transform DCT-III matrix, which is important in numerous applications in science and engineering; see [32]. The latter matrix is obtained from $V_{N, N}$ by scaling by the factor $\sqrt{\frac{\pi}{N}}$, using the relation (2.9), and the fact that the nodes $x_{k}^{(N)}$ are given by (2.10). This yields the orthonormal cosine transform matrix

$$
\left[\begin{array}{ccccc}
\sqrt{\frac{1}{N}} & \sqrt{\frac{2}{N}} \cos \frac{\pi}{2 N} & \sqrt{\frac{2}{N}} \cos \frac{2 \pi}{2 N} & \cdots & \sqrt{\frac{2}{N}} \cos \frac{(N-1) \pi}{2 N} \\
\sqrt{\frac{1}{N}} & \sqrt{\frac{2}{N}} \cos \frac{3 \pi}{2 N} & \sqrt{\frac{2}{N}} \cos \frac{2 \cdot 3 \pi}{2 N} & \cdots & \sqrt{\frac{2}{N}} \cos \frac{(N-1) 3 \pi}{2 N} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\sqrt{\frac{1}{N}} & \sqrt{\frac{2}{N}} \cos \frac{(2 N-1) \pi}{2 N} & \sqrt{\frac{2}{N}} \cos \frac{2(2 N-1) \pi}{2 N} & \cdots & \sqrt{\frac{2}{N}} \cos \frac{(N-1)(2 N-1) \pi}{2 N}
\end{array}\right]
$$

Since the above matrix is orthogonal, we obtain optimally conditioned submatrices by removing either selected rows or columns.

We would like to explore whether the measure that generates optimally conditioned Vandermonde matrices of Theorem 2 is unique. Towards this end, we first show the following result, which gives a different characterization of the measure (2.7) than Theorem 1. The result is required to show Theorem 4 below.

Theorem 3. Let $d \lambda$ be a nonnegative measure on $[-1,1]$ with infinitely many points of support. Assume that the moments $\mu_{j}=\int_{-1}^{1} x^{j} d \lambda(x), j=0,1,2$, satisfy

$$
\begin{equation*}
\mu_{0}=1, \quad \mu_{2}>\mu_{1}^{2} \tag{3.2}
\end{equation*}
$$

Let $p_{0}(x), p_{1}(x), p_{2}(x), \ldots$ be a sequence of associated monic orthogonal polynomials. Denote the zeros of $p_{N}(x)$ by $x_{1}^{(N)}, x_{2}^{(N)}, \ldots, x_{N}^{(N)}$. If for all $N=1,2,3, \ldots$, it holds that

$$
\begin{equation*}
\int_{-1}^{1} p(x) d \lambda(x)=\nu_{N} \sum_{j=1}^{N} p\left(x_{j}^{(N)}\right) \tag{3.3}
\end{equation*}
$$

for some scalar $\nu_{N}$ and all polynomials $p \in \mathbb{P}_{2}$, then $d \lambda$ is a scaled Chebyshev measure (2.7).

Proof. It suffices to show that if for any $N$, there is a constant $\nu_{N}$ such that

$$
\begin{equation*}
\int_{-1}^{1} x^{m} d \lambda(x)=\nu_{N} \sum_{k=1}^{N}\left(x_{k}^{(N)}\right)^{m} \text { for } m=0,1,2 \tag{3.4}
\end{equation*}
$$

then $d \lambda$ is the measure (2.7) or a scaling thereof. Consider (3.4) for increasing values of $m$. For $m=0$, we have

$$
\int_{-1}^{1} d \lambda(x)=N \nu_{N}
$$

We may assume that $\int_{-1}^{1} d \lambda(x)=1$. Then $\nu_{N}=1 / N$. Turning to $m=1$, we get

$$
\begin{equation*}
\mu_{1}:=\int_{-1}^{1} x d \lambda(x)=\frac{1}{N} \sum_{k=1}^{N} x_{k}^{(N)} \tag{3.5}
\end{equation*}
$$

Express the monic orthogonal polynomial $p_{N} \in \mathbb{P}_{N}$ in the form

$$
p_{N}(x)=x^{N}+a_{N, N-1} x^{N-1}+a_{N, N-2} x^{N-2}+\cdots+a_{N, 0} .
$$

The relations between the zeros and coefficients of $p_{N}$ (also known as Vieta's formulas) yield

$$
\begin{align*}
\sum_{k=1}^{N} x_{k}^{(N)} & =-a_{N, N-1}  \tag{3.6}\\
\sum_{1 \leq k<l \leq N} x_{k}^{(N)} x_{l}^{(N)} & =a_{N, N-2} \tag{3.7}
\end{align*}
$$

Any sequence of monic orthogonal polynomials associated with a nonnegative measure with support on a real interval satisfies a recurrence relation of the form

$$
\begin{equation*}
p_{k}(x)=\left(x-\alpha_{k}\right) p_{k-1}(x)-\beta_{k-1} p_{k-2}(x), \quad k=2,3, \ldots ; \tag{3.8}
\end{equation*}
$$

see, for example, [16, Theorem 1.27]. Here we assume that the measure has infinitely many points of support.

Comparing coefficients of $x^{k-1}$ in the right-hand side and left-hand side of (3.8) for $k=N, N-1, \ldots, 2$, we obtain the relations

$$
\begin{aligned}
a_{N, N-1} & =-\alpha_{N}+a_{N-1, N-2}, \\
a_{N-1, N-2} & =-\alpha_{N-1}+a_{N-2, N-3}, \\
& \cdots \\
a_{2,1} & =-\alpha_{2}+a_{1,0} .
\end{aligned}
$$

Summing these relations yields

$$
a_{N, N-1}=-\left(\alpha_{N}+\alpha_{N-1}+\cdots+\alpha_{2}\right)+a_{1,0}
$$

It follows from $p_{1}(x)=x+a_{1,0}=x-\alpha_{1}$ that

$$
a_{N, N-1}=-\sum_{k=1}^{N} \alpha_{k}
$$

Using (3.6) and (3.5) gives

$$
\sum_{k=1}^{N} \alpha_{k}=N \mu_{1}
$$

Letting $N=1,2, \ldots$ in the above sum, we obtain

$$
\begin{equation*}
\mu_{1}=\alpha_{1}=\alpha_{2}=\cdots=\alpha_{N} \tag{3.9}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
a_{N, N-1}=-N \mu_{1} . \tag{3.10}
\end{equation*}
$$

This relation holds for $N=1,2,3, \ldots$.
Consider the case $m=2$. We have

$$
\mu_{2}:=\int_{-1}^{1} x^{2} d \lambda(x)=\frac{1}{N} \sum_{k=1}^{N}\left(x_{k}^{(N)}\right)^{2}
$$

Using

$$
\sum_{k=1}^{N}\left(x_{k}^{(N)}\right)^{2}=\left(\sum_{k=1}^{N} x_{k}^{(N)}\right)^{2}-2 \sum_{1 \leq k<l \leq N} x_{k}^{(N)} x_{l}^{(N)}
$$

together with (3.5) and (3.7) gives

$$
\begin{equation*}
a_{N, N-2}=\frac{N}{2}\left(N \mu_{1}^{2}-\mu_{2}\right) . \tag{3.11}
\end{equation*}
$$

Comparing coefficients of the power $x^{k-2}$ in the left-hand side and right-hand side of (3.8) for $k=N+2, N+1, \ldots, 2$, gives the relations, in order,

$$
\begin{aligned}
a_{N+2, N} & =a_{N+1, N-1}-\alpha_{N+2} a_{N+1, N}-\beta_{N+1}, \\
a_{N+1, N-1} & =a_{N, N-2}-\alpha_{N+1} a_{N, N-1}-\beta_{N} \\
& \cdots \\
a_{3,1} & =a_{2,0}-\alpha_{3} a_{2,1}-\beta_{2}, \\
a_{2,0} & =-\alpha_{2} a_{1,0}-\beta_{1} .
\end{aligned}
$$

Summing these relations and using (3.9) yields

$$
a_{N, N-2}=-\mu_{1} \sum_{k=1}^{N-1} a_{k, k-1}-\sum_{k=1}^{N-1} \beta_{k}
$$

Taking into account that $a_{k, k-1}=-k \mu_{1}$ for $k=1,2,3, \ldots$ (cf. (3.10)) shows that

$$
a_{N, N-2}=\mu_{1}^{2} \sum_{k=1}^{N-1} k-\sum_{k=1}^{N-1} \beta_{k}=\mu_{1}^{2} \frac{N(N-1)}{2}-\sum_{k=1}^{N-1} \beta_{k} .
$$

It now follows from (3.11) that

$$
\sum_{k=1}^{N-1} \beta_{k}=\frac{N}{2}\left(\mu_{2}-\mu_{1}^{2}\right)
$$

Letting $N=2,3,4, \ldots$ in the above sum, we obtain

$$
\frac{\beta_{1}}{2}=\beta_{2}=\beta_{3}=\cdots=\beta_{N}=\frac{1}{2}\left(\mu_{2}-\mu_{1}^{2}\right)
$$

To simplify the notation, let

$$
\frac{\sigma^{2}}{4}:=\frac{1}{2}\left(\mu_{2}-\mu_{1}^{2}\right)
$$

By the assumptions on the moments, we may choose $\sigma=\sqrt{2\left(\mu_{2}-\mu_{1}^{2}\right)}$ positive. Then

$$
\beta_{1}=\frac{\sigma^{2}}{2}, \quad \beta_{2}=\beta_{3}=\cdots=\beta_{N}=\frac{\sigma^{2}}{4}
$$

Substituting these values of $\beta_{k}$ and the values (3.9) of the $\alpha_{k}$ into (3.8), we obtain

$$
\begin{align*}
& p_{0}(x)=1, \quad p_{1}(x)=x-\mu_{1} \\
& p_{k}(x)=\left(x-\mu_{1}\right) p_{k-1}(x)-\frac{\sigma^{2}}{2} p_{k-2}(x), \quad k=2,3, \ldots, N+1 \tag{3.12}
\end{align*}
$$

Let $\widehat{T}_{k}$ denote the monic Chebyshev polynomial of the first kind of degree $k$ associated with the measure (2.7). Comparing the recursion relation (3.12) with that for the $\widehat{T}_{k}$ shows that

$$
\begin{equation*}
p_{k}(x)=\sigma^{k} \widehat{T}_{k}\left(\frac{x-\mu_{1}}{\sigma}\right), \quad k=0,1,2, \ldots \tag{3.13}
\end{equation*}
$$

It follows from (3.13) that the zeros of the polynomial $p_{N}(x)$ are

$$
\begin{equation*}
x_{k}^{(N)}=\mu_{1}+\sigma \cos \left(\frac{2 k-1}{2 N} \pi\right), \quad k=1,2, \ldots, N . \tag{3.14}
\end{equation*}
$$

They lie in the interval $\left[-\sigma+\mu_{1}, \sigma+\mu_{1}\right]$. By [36, Theorem 6.1.1] the zeros of any family of orthogonal polynomials are dense on the support of the measure $d \lambda$, which by assumption is $[-1,1]$. That means $\left[-\sigma+\mu_{1}, \sigma+\mu_{1}\right]=[-1,1]$. This implies that $\mu_{1}=0$ and $\sigma=1$. Hence, $d \lambda$ is $1 / \pi$ times the measure (2.7).

We chose the support of the measure $d \lambda$ to live in the interval $[-1,1]$ in Theorem 3 to emphasize the relation to Theorem 1. However, this property is not required to show (3.14). We therefore have the slightly more general result.

Corollary 2. Let $d \lambda$ be a nonnegative measure on the real axis with infinitely many points of support, let the moments satisfy (3.2), and let $p_{0}(x), p_{1}(x), p_{2}(x), \ldots$ be a sequence of monic orthogonal polynomials associated with the measure. Denote the zeros of $p_{N}(x)$ by $x_{1}^{(N)}, x_{2}^{(N)}, \ldots, x_{N}^{(N)}$. If for all $N=1,2,3, \ldots$, it holds that

$$
\int p(x) d \lambda(x)=\nu_{N} \sum_{j=1}^{N} p\left(x_{j}^{(N)}\right)
$$

for some scalar $\nu_{N}$ and all polynomials $p \in \mathbb{P}_{2}$, then $d \lambda$ is a Chebyshev measure (2.7) (possibly scaled and translated).

Proof. It follows from the assumption of the corollary that the polynomial $p_{N}$ has the zeros (3.14). These are the zeros of a Chebyshev polynomial of the first kind of degree $N$ for the interval $\left[-\sigma+\mu_{1}, \sigma+\mu_{1}\right]$, where $\sigma=\sqrt{2\left(\mu_{2}-\mu_{1}^{2}\right)}$, and $\mu_{1}$ and $\mu_{2}$ are moments of $d \lambda$. It follows that $d \lambda$ is a scaled Chebyshev measure for the interval $\left[-\sigma+\mu_{1}, \sigma+\mu_{1}\right]$.

THEOREM 4. Let $p_{0}, p_{1}, \ldots, p_{n-1}$ be a family of orthonormal polynomials with respect to an inner product determined by a nonnegative measure $d \lambda$ on the real axis with infinitely many points of support, i.e., the polynomials satisfy (2.2). Assume that the first moments of $d \lambda$ have the properties (3.2). Let $x_{1}^{(N)}, x_{2}^{(N)}, \ldots, x_{N}^{(N)}$ denote the nodes of an $N$-point Gauss quadrature rule associated with the measure $d \lambda$. Consider the real $N \times n$ Vandermonde-like matrix $V_{N, n}$ determined by the polynomials $p_{j}, 0 \leq$ $j<n$, and nodes $x_{k}=x_{k}^{(N)}, 1 \leq k \leq N$. Let $n \geq 3$. Then the matrix $V_{N, n}$ is optimally conditioned for all $N \geq n$ if and only if $d \lambda$ is a scaled or translated Chebyshev measure of the first kind.

Proof. Suppose that the matrix $V_{N, n}$ of the form (1.1) with $n \geq 3$ is optimally conditioned for any $N$ with respect to the Frobenius norm. This is equivalent to $V_{N, n}$ being optimally conditioned with respect to the spectral norm. The columns of $V_{N, n}$ then are orthogonal and of the same Euclidean norm. In other words,

$$
\begin{equation*}
\sum_{k=1}^{N} p_{i}\left(x_{k}\right) p_{j}\left(x_{k}\right)=0, \quad i \neq j, \quad 0 \leq i, j<n \tag{3.15}
\end{equation*}
$$

and there is a constant $c_{N}$ such that

$$
c_{N}=\sum_{k=1}^{N} p_{i}^{2}\left(x_{k}\right), \quad 0 \leq i<n .
$$

Any polynomial $l \in \mathbb{P}_{2}$ can be represented in the form

$$
l(x)=d_{2} p_{2}(x)+d_{1} p_{1}(x)+d_{0} p_{0}(x)
$$

for certain scalar coefficients $d_{k}$. We have $\mu_{0}=1$. Therefore $p_{0}(x) \equiv 1$. Due to the orthogonality of the polynomials $p_{0}, p_{1}, p_{2}$ with respect to (2.1) and (3.15), we have

$$
\int l(x) d \lambda(x)=d_{0}\left(p_{0}, 1\right)_{\lambda}=d_{0}
$$

and

$$
\sum_{k=1}^{N} l\left(x_{k}\right)=d_{0} \sum_{k=1}^{N} p_{0}\left(x_{k}\right)=d_{0} N
$$

This shows that (3.3) holds for the constant $\nu_{N}=1 / N$. It follows from Theorem 3 that $d \lambda$ is a scaled and possibly translated Chebyshev measure (2.7).

The following result shows that if the Vandermonde-like matrix $V_{N, n}$ has sufficiently many more rows than columns, then suitable row scaling of $V_{N, n}$ will render a matrix with orthonormal columns. We will comment on the consequences for computation after the proof.

THEOREM 5. Let the rectangular Vandermonde-like matrix $V_{N, n}$ be defined by a family of orthonormal polynomials $p_{0}, p_{1}, \ldots, p_{n-1}$ with respect to a nonnegative measure $d \lambda$, i.e., the polynomials satisfy (2.2). Let $x_{1}, x_{2}, \ldots, x_{N}$ be real distinct nodes, and assume that $n<\left\lfloor\frac{N-1}{2}\right\rfloor$. Then, generally, the columns of $V_{N, n}$ can be made orthonormal by scaling of the rows.

Proof. Given arbitrary real distinct nodes $x_{1}, x_{2}, \ldots, x_{N}$, one can determine real weights $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}$ such that

$$
\begin{equation*}
\int p(x) d \lambda(x)=p\left(x_{1}\right) \lambda_{1}+p\left(x_{2}\right) \lambda_{2}+\cdots+p\left(x_{N}\right) \lambda_{N} \quad \forall p \in \mathbb{P}_{N-1} \tag{3.16}
\end{equation*}
$$

see, e.g., [36, Theorem 3.4.1]. The right-hand side of (3.16) is known as an interpolatory quadrature rule. We will assume that all weights $\lambda_{k}$ are nonvanishing. This is the generic situation.

Since $n<\left\lfloor\frac{N-1}{2}\right\rfloor$, we have $p_{i} p_{j} \in \mathbb{P}_{N-1}$ for all $0 \leq i, j<n$. Therefore,

$$
\delta_{i j}=\int p_{i}(x) p_{j}(x) d \lambda(x)=\sum_{k=1}^{N} p_{i}\left(x_{k}\right) p_{j}\left(x_{k}\right) \lambda_{k}
$$

where $\delta_{i j}$ is the Kronecker delta.
Let $\Lambda=\operatorname{diag}\left[\lambda_{1}^{1 / 2}, \lambda_{2}^{1 / 2}, \ldots, \lambda_{N}^{1 / 2}\right]$. Then the matrix $\Lambda V_{N, n}$ has orthogonal columns of Euclidean norm one. Note that if a weight $\lambda_{j}$ is negative, then the corresponding diagonal entry of $\Lambda$ is purely imaginary.

We remark that the usefulness of Theorem 5 in computations is limited. The theorem suggests that it may suffice to use about twice as many nodes as the degree of the highest-degree polynomial that defines the Vandermonde-like matrix $V_{N, n}$ to produce a row-scaled matrix $\Lambda V_{N, n}$ with orthonormal columns. Let $f \in \mathbb{R}^{N}$, and consider the least-squares approximation problem

$$
\begin{equation*}
\min _{y \in \mathbb{R}^{n}}\left\|V_{N, n} y-f\right\|_{2} \tag{3.17}
\end{equation*}
$$

Replacing this problem by

$$
\begin{equation*}
\min _{y \in \mathbb{R}^{n}}\left\|\Lambda V_{N, n} y-\Lambda f\right\|_{2} \tag{3.18}
\end{equation*}
$$

may not be appropriate when the diagonal entries of $\Lambda$ vary considerably in magnitude. Assume that the nodes $x_{1}, x_{2}, \ldots, x_{N}$ that define the matrix $V_{N, n}$ are equidistant on the interval $[-1,1]$. When $V_{N, n}$ is a standard Vandermonde matrix, then it is known that in order to make the problem not too ill-conditioned, one has to require that, roughly, $n \leq \frac{5}{2} \sqrt{N}$; see Barnard et al. [2]. More general results are shown by Platte et al. [30]. A difficulty that arises when using $n \approx N / 2$ is that the weights in (3.18), i.e., the diagonal entries of $\Lambda$, may vary considerably in magnitude. This depends on that the quadrature rule (3.16) is a Newton-Cotes rule; see, e.g., [35, Chapter 3] for a discussion of these rules. The magnitude of the weight $\lambda_{j}$ of largest magnitude grows quickly when $N$ increases. This can make it difficult to determine the matrix $\Lambda V_{N, n}$ in finite precision arithmetic, as well as to justify the solution of the least-squares problem (3.18).
4. Szegö-Vandermonde matrices. In this section we consider polynomials that are orthogonal with respect to an inner product on the unit circle in $\mathbb{C}$ of the form

$$
\begin{equation*}
(f, g)_{\lambda}:=\int_{-\pi}^{\pi} f(z) \overline{g(z)} d \lambda(\theta), \quad z=\exp (i \theta), \quad i=\sqrt{-1} \tag{4.1}
\end{equation*}
$$

The bar denotes complex conjugation, $d \lambda$ is a nonnegative measure with infinitely many points of support, and the functions $f$ and $g$ are polynomials. Let $p_{0}, p_{1}, p_{2}, \ldots$ be a family of polynomials that are orthonormal with respect to the inner product (4.1), i.e.,

$$
\left(p_{j}, p_{k}\right)_{\lambda}= \begin{cases}1, & j=k \\ 0, & j \neq k\end{cases}
$$

with $\operatorname{deg}\left(p_{j}\right)=j$ for all $j \geq 0$. Polynomials that are orthogonal with respect to the inner product (4.1) are commonly referred to as Szegő polynomials. They have many applications in signal processing and frequency analysis; see, e.g., [21, 33].

Integrals of the form

$$
\mathcal{I} f:=\int_{-\pi}^{\pi} f(\exp (i \theta)) d \lambda(\theta)
$$

can be approximated by the quadrature formula

$$
\begin{equation*}
S_{N} f:=\sum_{k=1}^{N} \lambda_{k}^{(N)} f\left(z_{k}^{(N)}\right) \tag{4.2}
\end{equation*}
$$

where the $\lambda_{k}^{(N)}>0$ are weights and the $z_{k}^{(N)}$ are distinct nodes on the unit circle in $\mathbb{C}$. The quadrature rule (4.2) is said to be an $N$-point Gauss-Szegő rule if

$$
\begin{equation*}
\mathcal{I} f=S_{N} f \quad \forall f \in \Lambda_{-N+1, N-1} \tag{4.3}
\end{equation*}
$$

where

$$
\Lambda_{-N+1, N-1}:=\operatorname{span}\left\{1, z, z^{-1}, z^{2}, z^{-2}, \ldots, z^{N-1}, z^{-N+1}\right\}
$$

The existence of Gauss-Szegő quadrature rules is shown in, e.g., [25, Theorem 7.1]. The weights of Gauss-Szegő rules are unique and the nodes are unique up to a rotation on the unit circle, i.e., $z_{1}^{(N)}$ can be chosen arbitrarily on the unit circle. The other nodes, $z_{2}^{(N)}, \ldots, z_{N}^{(N)}$, are then uniquely determined; see, e.g., [24] for a discussion and extension.

Let (4.2) be an $N$-point Gauss-Szegő rule. The Christoffel function associated with the measure $d \lambda$ is given by

$$
\begin{equation*}
\Lambda_{N}(z):=\left(\sum_{k=0}^{N-1}\left|p_{k}(z)\right|^{2}\right)^{-1} \tag{4.4}
\end{equation*}
$$

see [29]. This expression is analogous to (2.4). Similarly to (2.5), the weights of the $N$-point Gauss-Szegő rule (4.2) are given by

$$
\lambda_{k}^{(N)}=\Lambda_{N}\left(z_{k}^{(N)}\right), \quad k=1,2, \ldots, N
$$

The nodes $z_{k}^{(N)}, k=1,2, \ldots, N$, of the Gauss-Szegő rule (4.2) are zeros of a so-called para-orthogonal polynomial,

$$
\begin{equation*}
B_{N}\left(z, w_{N}\right):=p_{N}(z)+w_{N} p_{N}^{*}(z) \tag{4.5}
\end{equation*}
$$

that satisfies the orthogonality relations

$$
\begin{equation*}
\int_{-\pi}^{\pi} z^{k} B_{N}(z) d \lambda(\theta)=0, \quad z=\exp (i \theta), \quad 1 \leq k \leq N-1 \tag{4.6}
\end{equation*}
$$

where the parameter $w_{N} \in \mathbb{C}$ can be chosen arbitrarily such that $\left|w_{N}\right|=1$, and $p_{N}^{*}(z):=z^{N} \overline{p_{N}(1 / \bar{z})}$ denotes the reversed polynomial associated with $p_{N}$; see Gonzáles et al. [17] or Jones et al. [25] for details. Note that $k>0$ in (4.6). A different approach to define the nodes $z_{k}^{(N)}$ is described by Gragg [18]. Efficient algorithms for computing the nodes and weights of Gauss-Szegő rules are considered in [1, 19, 20, 22, 34].

We show a few properties of Vandermonde-like matrices defined by Szegő polynomials. These properties are analogous to those of the Vandermonde-like discussed in sections 2 and 3.

Lemma 4. Let $p_{0}, p_{1}, \ldots, p_{N-1}$ be Szegő polynomials associated with a nonnegative measure $d \lambda$ on the unit circle with infinitely many points of support. In particular, $\operatorname{deg}\left(p_{j}\right)=j$ for all $j$. Let $z_{1}^{(N)}, z_{2}^{(N)}, \ldots, z_{N}^{(N)}$ be nodes of the $N$-point Gauss-Szegő rule (4.2). Then the Szegö-Vandermonde matrix

$$
V_{N, N}=\left[\begin{array}{cccc}
p_{0}\left(z_{1}^{(N)}\right) & p_{1}\left(z_{1}^{(N)}\right) & \cdots & p_{N-1}\left(z_{1}^{(N)}\right) \\
p_{0}\left(z_{2}^{(N)}\right) & p_{1}\left(z_{2}^{(N)}\right) & \cdots & p_{N-1}\left(z_{2}^{(N)}\right) \\
\vdots & \vdots & \cdots & \vdots \\
p_{0}\left(z_{N}^{(N)}\right) & p_{1}\left(z_{N}^{(N)}\right) & \cdots & p_{N-1}\left(z_{N}^{(N)}\right)
\end{array}\right]
$$

can be row scaled to become optimally conditioned.
Proof. The existence of a Gauss-Szegő rule (4.2) implies discrete orthogonality of the Szegő polynomials. We will use this to show the lemma. Clearly, $p_{j}(z) \in$ $\operatorname{span}\left\{1, z, \ldots, z^{N-1}\right\}$ for $0 \leq j<N$. For $z$ on the unit circle, we have $\bar{z}=z^{-1}$, and, therefore, $\overline{p_{j}(z)} \in \operatorname{span}\left\{1, z^{-1}, \ldots, z^{-N+1}\right\}$ for $0 \leq j<N$. It now follows from (4.2) and (4.3) that

$$
\sum_{k=1}^{N} \lambda_{k}^{(N)} p_{\ell}\left(z_{k}^{(N)}\right) \overline{p_{j}\left(z_{k}^{(N)}\right)}=\int_{-\pi}^{\pi} p_{\ell}(z) \overline{p_{j}(z)} d \lambda(\theta)= \begin{cases}1, & \ell=j \\ 0, & \ell \neq j\end{cases}
$$

Let

$$
D=\operatorname{diag}\left[\sqrt{\lambda_{1}^{(N)}}, \sqrt{\lambda_{2}^{(N)}}, \ldots, \sqrt{\lambda_{N}^{(N)}}\right]
$$

Then the matrix $Q=D V_{N, N}$ is unitary and, consequently, optimally conditioned.
ThEOREM 6. Let $z_{1}, z_{2}, \ldots, z_{N}$ be distinct complex numbers, and let $p_{0}, p_{1}, \ldots$, $p_{N-1}$ be a family of orthonormal polynomials with respect to the inner product (4.1). Then

$$
\kappa_{F}\left(V_{N, N}\right) \geq\left(\sum_{\ell=1}^{N} \Lambda_{N}\left(z_{\ell}\right) \cdot \sum_{\ell=1}^{N}\left(\Lambda_{N}\left(z_{\ell}\right)\right)^{-1}\right)^{1 / 2}
$$

where the matrix $V_{N, N}$ is determined by the values of the polynomials $p_{j}$ at the nodes $z_{k}$, and $\Lambda_{N}$ is the Christoffel function (4.4) associated with the measure $d \lambda$.

Proof. Consider the Lagrange polynomials

$$
\begin{equation*}
l_{k}(z)=\prod_{\substack{\ell=1 \\ \ell \neq k}}^{N} \frac{z-z_{\ell}}{z_{k}-z_{\ell}}, \quad k=1,2, \ldots, N \tag{4.7}
\end{equation*}
$$

which form a basis for $\mathbb{P}_{N-1}$.
The polynomials $p_{0}, p_{1}, \ldots, p_{N-1}$ are linearly independent. Therefore, the Lagrange polynomials can be expressed as linear combinations of the $p_{j}$,

$$
\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 N}  \tag{4.8}\\
a_{21} & a_{22} & \cdots & a_{2 N} \\
\vdots & \vdots & \cdots & \vdots \\
a_{N 1} & a_{N 2} & \cdots & a_{N N}
\end{array}\right]\left[\begin{array}{c}
p_{0}(z) \\
\vdots \\
\\
p_{N-1}(z)
\end{array}\right]=\left[\begin{array}{c}
l_{1}(z) \\
\vdots \\
\\
l_{N}(z)
\end{array}\right]
$$

Similarly, the polynomials $p_{k}$ can be expressed as linear combinations of Lagrange polynomials,

$$
\left[\begin{array}{cccc}
p_{0}\left(z_{1}\right) & p_{0}\left(z_{2}\right) & \cdots & p_{0}\left(z_{N}\right)  \tag{4.9}\\
p_{1}\left(z_{1}\right) & p_{1}\left(z_{2}\right) & \cdots & p_{1}\left(z_{N}\right) \\
\vdots & \vdots & \cdots & \vdots \\
p_{N-1}\left(z_{1}\right) & p_{N-1}\left(z_{2}\right) & \cdots & p_{N-1}\left(z_{1}\right)
\end{array}\right]\left[\begin{array}{c}
l_{1}(z) \\
\vdots \\
l_{N}(z)
\end{array}\right]=\left[\begin{array}{c}
p_{0}(z) \\
\vdots \\
\\
p_{N-1}(z)
\end{array}\right] .
$$

It follows from (4.8) and (4.9) that $V_{N, N}^{-T}=\left[a_{\ell j}\right]_{\ell, j=1}^{N}$. Consequently,

$$
\begin{aligned}
\int_{-\pi}^{\pi} \sum_{\ell=1}^{N}\left|l_{\ell}(z)\right|^{2} d \lambda(\theta) & =\int_{-\pi}^{\pi} \sum_{\ell=1}^{N}\left(\sum_{j=1}^{N} a_{\ell j} p_{j-1}(z) \sum_{k=1}^{N} \bar{a}_{\ell k} \overline{p_{k-1}(z)}\right) d \lambda(\theta) \\
& =\sum_{\ell=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{N} a_{\ell j} \bar{a}_{\ell k} \int_{-\pi}^{\pi} p_{j-1}(z) \overline{p_{k-1}(z)} d \lambda(\theta) \\
& =\sum_{\ell=1}^{N} \sum_{j=1}^{N}\left|a_{\ell j}\right|^{2}=\left\|V_{N, N}^{-T}\right\|_{F}^{2}=\left\|V_{N, N}^{-1}\right\|_{F}^{2}
\end{aligned}
$$

Nevai [29] shows that the Christoffel function associated with a nonnegative measure $d \lambda$ on the unit circle satisfies

$$
\begin{equation*}
\Lambda_{N}(z)=\min _{\substack{p \in \mathbb{P} N-1 \\ p(z)=1}} \int_{-\pi}^{\pi}|p(\zeta)|^{2} d \lambda(\theta), \quad \zeta=\exp (i \theta) . \tag{4.10}
\end{equation*}
$$

The Lagrange polynomials (4.7) satisfy $l_{\ell} \in \mathbb{P}_{N-1}$ and $l_{\ell}\left(z_{\ell}\right)=1$. It follows from (4.10) that

$$
\int_{-\pi}^{\pi}\left|l_{\ell}(z)\right|^{2} d \lambda(\theta) \geq \min _{\substack{p \in \in_{N}-1 \\ p\left(z_{\ell}\right)=1}} \int_{-\pi}^{\pi}|p(z)|^{2} d \lambda(\theta)=\Lambda_{N}\left(z_{\ell}\right), \quad z=\exp (i \theta) .
$$

Therefore,

$$
\left\|V_{N, N}^{-1}\right\|_{F}^{2}=\int_{-\pi}^{\pi} \sum_{\ell=1}^{N}\left|l_{\ell}(z)\right|^{2} d \lambda(\theta) \geq \sum_{\ell=1}^{N} \Lambda_{N}\left(z_{\ell}\right), \quad z=\exp (i \theta) .
$$

In view of (4.4), we obtain

$$
\left\|V_{N, N}\right\|_{F}^{2}=\sum_{\ell=1}^{N}\left(\Lambda_{N}\left(z_{\ell}\right)\right)^{-1} .
$$

Hence,

$$
\left\|V_{N, N}\right\|_{F}^{2}\left\|V_{N, N}^{-1}\right\|_{F}^{2} \geq \sum_{\ell=1}^{N} \Lambda_{N}\left(z_{\ell}\right) \cdot \sum_{\ell=1}^{N}\left(\Lambda_{N}\left(z_{\ell}\right)\right)^{-1}
$$

and the theorem follows.
A special type of para-orthogonal polynomials (4.5), sometimes referred to as Delsarte-Genin para-orthogonal polynomials, satisfy the recurrence relations

$$
\begin{equation*}
R_{N}^{(1)}(z)=z p_{N-1}(z)+p_{N}^{*}(z), \quad(z-1) R_{N}^{(2)}(z)=z p_{N}(z)-p_{N}^{*}(z), \tag{4.11}
\end{equation*}
$$

for $N=0,1,2, \ldots$, with $p_{-1}(z) \equiv 0$. These polynomials were first considered in [7]. They are associated with symmetric or skew-symmetric measures on the unit circle in $\mathbb{C}$ and are important because they relate Szegő polynomials to orthogonal polynomials on the interval $[-1,1]$; see $[7,8,39]$. Applications include frequency analysis; see [5]. The following result for the polynomials (4.11) is analogous to Theorem 3 for polynomials that are orthogonal on a real interval.

THEOREM 7. Let $\left\{R_{N}^{(1)}\right\}_{N=0}^{\infty}$ and $\left\{R_{N}^{(2)}\right\}_{N=0}^{\infty}$ be families of para-orthogonal polynomials (4.11) associated with a symmetric nonnegative measure $d \lambda$ on the unit circle with infinitely many points of support. If for all $N=2,3, \ldots$, there is an $N$-node Gauss-Szegő quadrature rule, whose nodes are the zeros of $R_{N}^{(1)}$ or $R_{N}^{(2)}$ with all weights equal, then $d \lambda(\theta)$ is a multiple of $d \theta$. When $d \lambda$ is a skew-symmetric nonnegative measure on the unit circle, there is no such Gauss-Szegő quadrature rule.

Proof. Assume that for every $N \geq 2$ there is a real scalar $\nu_{N}$ such that

$$
\begin{equation*}
\mu_{m}:=\int_{-\pi}^{\pi} z^{m} d \lambda(\theta)=\nu_{N} \sum_{k=1}^{N}\left(z_{k}^{(N)}\right)^{m}, \quad m=0,1,2, \ldots, \tag{4.12}
\end{equation*}
$$

where $z=\exp (i \theta)$ and the nodes $z_{1}^{(N)}, z_{2}^{(N)}, \ldots, z_{N}^{(N)}$ are the zeros of the polynomials $R_{N}^{(1)}$ or $R_{N}^{(2)}$. We may scale the measure $d \lambda$ so that $\mu_{0}=\int_{-\pi}^{\pi} d \lambda(\theta)=1$. Setting $m=0$ in (4.12) gives

$$
1=\int_{-\pi}^{\pi} d \lambda(\theta)=\nu_{N} \sum_{k=1}^{N} 1=\nu_{N} N
$$

i.e., $\nu_{N}=\frac{1}{N}$. Turning to $m=1$, we get

$$
\mu_{1}=\int_{-\pi}^{\pi} z d \lambda(\theta)=\frac{1}{N} \sum_{k=1}^{N} z_{k}^{(N)}
$$

Delsarte and Genin [7] showed that both families of para-orthogonal polynomials $R_{N}^{(1)}$ and $R_{N}^{(2)}$, defined by (4.11) and associated with a symmetric or skew-symmetric measure $d \lambda$, satisfy a three-term recurrence relation of the form

$$
\begin{align*}
R_{N}(z) & =(z+1) R_{N-1}(z)-4 d_{N} z R_{N-2}(z), \quad N=2,3, \ldots,  \tag{4.13}\\
R_{0}(z) & =1, \quad R_{1}(z)=z+1
\end{align*}
$$

see also [6] for more details. Consider the coefficient $a_{N, N-1}$ of the polynomial

$$
\begin{equation*}
R_{N}(z)=z^{N}+a_{N, N-1} z^{N-1}+a_{N, N-2} z^{N-2}+\cdots+a_{N, 0} . \tag{4.14}
\end{equation*}
$$

We obtain from Vieta's formulas that

$$
\begin{equation*}
a_{N, N-1}=-\sum_{k=1}^{N} z_{k}^{(N)}=-N \mu_{1}, \quad N \geq 2 . \tag{4.15}
\end{equation*}
$$

Comparing the coefficients $a_{N, N-1}$ in the left-hand sides of (4.13) and (4.14) for decreasing degrees $N$, we obtain

$$
\begin{align*}
a_{N, N-1} & =a_{N-1, N-2}+\left(1-4 d_{N}\right) \\
a_{N-1, N-2} & =a_{N-2, N-3}+\left(1-4 d_{N-1}\right)  \tag{4.16}\\
& \cdots \\
a_{2,1} & =a_{1,0}+\left(1-4 d_{2}\right) \\
a_{1,0} & =1
\end{align*}
$$

The relations (4.15) and (4.16) give

$$
a_{2,1}=2-4 d_{2}=-2 \mu_{1} .
$$

Hence, $d_{2}=\frac{1}{2}\left(1+\mu_{1}\right)$. For $N \geq 3$, we obtain similarly that

$$
\begin{equation*}
a_{N, N-1}=-(N-1) \mu_{1}+\left(1+4 d_{N}\right)=-N \mu_{1} \tag{4.17}
\end{equation*}
$$

and, therefore, $d_{N}=\frac{1}{4}\left(1+\mu_{1}\right)$. It follows that

$$
\begin{equation*}
\frac{d_{2}}{2}=d_{3}=\cdots=d_{N}=\frac{1}{4}\left(1+\mu_{1}\right) \tag{4.18}
\end{equation*}
$$

Bracciali et al. [6] show that the coefficients $d_{2}, d_{3}, \ldots, d_{N}$ are positive. Hence, $\mu_{1}>-1$.

Turning to the coefficient $a_{N, N-2}$ in (4.14), we get from Vieta's formulas that

$$
a_{N, N-2}=\sum_{1 \leq \ell<j \leq N} z_{\ell}^{(N)} z_{j}^{(N)}
$$

It now follows from

$$
\mu_{2}=\int_{-\pi}^{\pi} z^{2} d \lambda(\theta)=\frac{1}{N}\left(\left(z_{1}^{(N)}\right)^{2}+\cdots+\left(z_{N}^{(N)}\right)^{2}\right)
$$

that, for $N \geq 3$,

$$
\begin{align*}
a_{N, N-2} & =\frac{1}{2}\left(\left(z_{1}^{(N)}+\cdots+z_{N}^{(N)}\right)^{2}-\left(\left(z_{1}^{(N)}\right)^{2}+\cdots+\left(z_{N}^{(N)}\right)^{2}\right)\right)  \tag{4.19}\\
& =\frac{N}{2}\left(N \mu_{1}^{2}-\mu_{2}\right)
\end{align*}
$$

Comparing the coefficients $a_{N, N-2}$ on the left-hand sides of (4.13) and (4.14), we obtain

$$
\begin{equation*}
a_{N, N-2}=a_{N-1, N-3}+a_{N-1, N-2}-\left(1+\mu_{1}\right) a_{N-2, N-3} . \tag{4.20}
\end{equation*}
$$

Using the relation (4.17) twice (with $N$ replaced by $N-1$ and $N-2$ ) and (4.19) (with $N$ replaced by $N-1$ ) in (4.20) gives

$$
\begin{equation*}
\mu_{2}=3 \mu_{1}^{2}+2 \mu_{1} \tag{4.21}
\end{equation*}
$$

Now consider the coefficient $a_{N, N-3}$. We will derive an expression for the third moment

$$
\mu_{3}=\int_{-\pi}^{\pi} z^{3} d \lambda(\theta)=\frac{1}{N}\left(\left(z_{1}^{(N)}\right)^{3}+\cdots+\left(z_{N}^{(N)}\right)^{3}\right), \quad z=\exp (i \theta)
$$

in terms of $\mu_{1}$. Vieta's formula applied to (4.14) yields

$$
\begin{equation*}
a_{N, N-3}=-\sum_{1 \leq \ell<j<k \leq N} z_{\ell}^{(N)} z_{j}^{(N)} z_{k}^{(N)} \tag{4.22}
\end{equation*}
$$

Any set of $N$ complex numbers $z_{1}, z_{2}, \ldots, z_{N}$ satisfies the identity

$$
\sum_{1 \leq \ell<j<k \leq N} z_{\ell} z_{j} z_{k}=\frac{1}{6}\left(\left(\sum_{\ell=1}^{N} z_{\ell}\right)^{3}-3\left(\sum_{\ell=1}^{N} z_{\ell}^{2}\right)\left(\sum_{\ell=1}^{N} z_{\ell}\right)+2\left(\sum_{\ell=1}^{N} z_{\ell}^{3}\right)\right) .
$$

Application of this relation to the nodes $z_{1}^{(N)}, z_{2}^{(N)}, \ldots, z_{N}^{(N)}$ in (4.22) and using (4.12) gives

$$
\begin{equation*}
a_{N, N-3}=-\frac{1}{6}\left(N^{3} \mu_{1}^{3}-3 N^{2} \mu_{2} \mu_{1}+2 N \mu_{3}\right) \tag{4.23}
\end{equation*}
$$

Comparing the coefficients $a_{N, N-3}$ in the left-hand sides of (4.13) and (4.14) yields

$$
a_{N, N-3}=a_{N-1, N-4}+a_{N-1, N-3}-\left(1+\mu_{1}\right) a_{N-2, N-4}, \quad N \geq 4
$$

and using the relations (4.19), (4.21), and (4.23) gives

$$
\begin{equation*}
\mu_{3}=10 \mu_{1}^{3}+12 \mu_{1}^{2}+3 \mu_{1} \tag{4.24}
\end{equation*}
$$

From (4.6) the para-orthogonal polynomial $R_{2}$ satisfies

$$
\int_{-\pi}^{\pi} z R_{2}(z) d \lambda(\theta)=0
$$

see, e.g., [25]. Combining the recurrence relation (4.13) and $d_{2}=\frac{1}{2}\left(1+\mu_{1}\right)$, we obtain $R_{2}(z)=z^{2}-2 \mu_{1} z+1$. Hence,

$$
\int_{-\pi}^{\pi} z\left(z^{2}-2 \mu_{1} z+1\right) d \lambda(\theta)=\mu_{3}-2 \mu_{1} \mu_{2}+\mu_{1}=0
$$

Using (4.21) and (4.24) yields

$$
4 \mu_{1}^{3}+8 \mu_{1}^{2}+4 \mu_{1}=4 \mu_{1}\left(\mu_{1}+1\right)^{2}=0
$$

Since $\mu_{1}>-1$, it follows that $\mu_{1}=0$. Therefore, (4.18) simplifies to

$$
\frac{d_{2}}{2}=d_{3}=\cdots=d_{N}=\frac{1}{4}
$$

We obtain from the recursion formula (4.13) that $R_{N}(z)=z^{N}+1$ for $N \geq 0$. The zeros of $R_{N}$ are given by

$$
z_{k}^{(N)}=\exp \left(i \frac{2 k-1}{N} \pi\right), \quad k=1,2, \ldots, N .
$$

Thus, they are equidistant on the unit circle. These nodes define an $N$-node GaussSzegő quadrature rule. This rule is exact for all functions in $\Lambda_{-N+1, N+1}$; cf. (4.3). Therefore, by (4.12),

$$
\begin{aligned}
\mu_{j} & =\int_{-\pi}^{\pi} z^{j} d \lambda(\theta)=\nu_{N} \sum_{k=1}^{N}\left(z_{k}^{(N)}\right)^{j} \\
& =\nu_{N} \sum_{k=1}^{N} \exp \left(i j \frac{2 k-1}{N} \pi\right)=0
\end{aligned}
$$

Thus, all moments except for $\mu_{0}$ vanish. When $d \lambda(\theta)$ is a symmetric measure, this only leaves one possible solution for $d \lambda(\theta)$, namely, $d \lambda(\theta)=\frac{1}{2 \pi} d \theta$, because $\mu_{0}$ is assumed to be one. If, instead, $d \lambda(\theta)$ is a skew-symmetric measure, then also $\mu_{0}$ vanish. This contradicts that $\mu_{0}=1$.

The monic Szegő polynomials associated with the measure $d \lambda(\theta)=\frac{1}{2 \pi} d \theta$ are

$$
p_{N}(z)=z^{N}, \quad N=0,1,2, \ldots
$$

The nodes of an $N$-point Gauss-Szegő rule associated with this measure are equidistant on the unit circle. They are given by

$$
\begin{equation*}
z_{k}=\exp \left(i \theta_{k}\right), \quad \theta_{k}=\theta_{0}+\frac{2 \pi}{N}(k-1), \quad k=1,2, \ldots, N \tag{4.25}
\end{equation*}
$$

where $\theta_{0} \in \mathbb{R}$ is arbitrary.
Consider the Vandermonde matrix

$$
V_{N, N}=\left[\begin{array}{cccc}
1 & z_{1} & \cdots & z_{1}^{N-1}  \tag{4.26}\\
1 & z_{2} & \cdots & z_{2}^{N-1} \\
\vdots & \vdots & \cdots & \vdots \\
1 & z_{N} & \cdots & z_{N}^{N-1}
\end{array}\right]
$$

defined by the nodes (4.25). It is easy to show that

$$
V_{N, N} V_{N, N}^{*}=N I
$$

Hence, all singular values of the matrix $V_{N, N}$ equal $N^{1 / 2}$. It follows that $\kappa_{2}\left(V_{N, N}\right)=1$ and $\kappa_{F}\left(V_{N, N}\right)=N$. Thus, the matrix (4.26) is optimally conditioned. We will show that this also holds for the corresponding rectangular Vandermonde matrices.

Lemma 5. Rectangular $n \times N$ Vandermonde matrices

$$
V_{n, N}=\left[\begin{array}{cccc}
1 & z_{1} & \cdots & z_{1}^{N-1}  \tag{4.27}\\
1 & z_{2} & \cdots & z_{2}^{N-1} \\
\vdots & \vdots & \cdots & \vdots \\
1 & z_{n} & \cdots & z_{n}^{N-1}
\end{array}\right]
$$

with nodes

$$
z_{k}=\exp \left(i \theta_{k}\right), \quad \theta_{k}=\theta_{0}+\frac{2 \pi}{M}(k-1), \quad k=1,2, \ldots, n
$$

where $M=\max \{n, N\}$ and $\theta_{0} \in \mathbb{R}$ is arbitrary, are optimally conditioned; i.e., all singular values of $V_{n, N}$ are equal. Moreover, with $m=\min \{n, N\}$,

$$
\begin{align*}
\left\|V_{n, N}\right\|_{2} & =\sqrt{M}, & \left\|V_{n, N}^{\dagger}\right\|_{2} & =1 / \sqrt{M}  \tag{4.28}\\
\left\|V_{n, N}\right\|_{F} & =\sqrt{m M}, & \left\|V_{n, N}^{\dagger}\right\|_{F} & =\sqrt{m / M}
\end{align*}
$$

Proof. The result follows in the same way as the proof of Theorem 2, and by observing that all singular values $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{m}$ of $V_{n, N}$ are equal to $\sqrt{M}$. Therefore,

$$
\begin{aligned}
\left\|V_{n, N}\right\|_{2} & =\sigma_{1}=\sqrt{M} \\
\left\|V_{n, N}^{\dagger}\right\|_{2} & =1 / \sigma_{1}=1 / \sqrt{M} \\
\left\|V_{n, N}\right\|_{F} & =\sqrt{\sigma_{1}^{2}+\cdots+\sigma_{m}^{2}}=\sqrt{m M} \\
\left\|V_{n, N}^{\dagger}\right\|_{F} & =\sqrt{\sigma_{1}^{-2}+\cdots+\sigma_{m}^{-2}}=\sqrt{m / M}
\end{aligned}
$$

The above lemma is in agreement with the observation by Bazán [3] that matrices of the form (4.27), with $N \geq n$, are fairly well conditioned when the nodes $z_{j}$ are close to the unit circle and no pair of distinct nodes are very close to each other.

Theorem 8. For any $N$ and $n, N \geq n$, matrices of the form (4.27) can be row scaled to be optimally conditioned if and only if the arguments $\theta_{k}$ of the nodes $z_{k}=\rho_{k} \exp \left(i \theta_{k}\right)$ are of the form $\theta_{k}=\theta_{0}+\frac{2 \pi}{n} j_{k}$ for $1 \leq k \leq n$, where the $j_{k}$ are integers such that the nodes $z_{1}, z_{2}, \ldots, z_{n}$ are distinct.

Proof. Consider the row scaling $D V_{n, N}$ of the matrix (4.27), where

$$
D=\operatorname{diag}\left[d_{1}, d_{2}, \ldots, d_{n}\right], \quad d_{k}>0 \quad \forall k
$$

It follows from Lemma 2 that if the matrix $D V_{n, N}$ is optimally conditioned, then its rows are orthogonal and have all the same Euclidean norm. Let the nodes of the matrix (4.27) be of the form $z_{k}=\rho_{k} \exp \left(i \theta_{k}\right), k=1,2, \ldots, n$, where $\theta_{k} \in \mathbb{R}$. Assume that the rows of $D V_{n, N}$ are orthogonal. This implies that the nodes $z_{1}, z_{2}, \ldots, z_{n}$ are distinct. The orthogonality of consecutive rows of the matrix $D V_{n, N}$ yields

$$
\begin{aligned}
d_{k} d_{k+1} & +d_{k} d_{k+1} \bar{z}_{k} z_{k+1}+d_{k} d_{k+1} \bar{z}_{k}^{2} z_{k+1}^{2}+\cdots \\
& +d_{k} d_{k+1} \bar{z}_{k}^{N-1} z_{k+1}^{N-1}=0, \quad k=1,2, \ldots, n-1
\end{aligned}
$$

Let $\phi_{k}:=\theta_{k+1}-\theta_{k}$. The above equations can be written as

$$
\begin{equation*}
1+\rho_{k} \rho_{k+1} \exp \left(i \phi_{k}\right)+\rho_{k}^{2} \rho_{k+1}^{2} \exp \left(i 2 \phi_{k}\right)+\cdots+\rho_{k}^{N-1} \rho_{k+1}^{N-1} \exp \left(i(N-1) \phi_{k}\right)=0 \tag{4.29}
\end{equation*}
$$

for $k=1,2, \ldots, n-1$. The equations (4.29) imply that

$$
\rho_{k}^{N} \rho_{k+1}^{N} \exp \left(i N \phi_{k}\right)=1, \quad k=1,2, \ldots, n-1
$$

It follows that $\phi_{k}=\frac{2 \pi}{N} j_{k}$ for $k=1,2, \ldots, n-1$, where the $j_{k}$ are integers such that the nodes $z_{1}, z_{2}, \ldots, z_{n}$ are distinct. We choose the scaling factors $d_{j}$ so that all rows of $D V_{n, N}$ have the same norm. The matrix $D V_{n, N}$ then satisfies the conditions of Lemma 2 and therefore is optimally conditioned.

The discrete Fourier transform (DFT) matrix can be expressed as $\sqrt{\frac{1}{N}} V_{N, N}$. Denote the nodes by $z_{1}, z_{2}, \ldots, z_{N}$. Theorem 8 shows that the DFT matrix is orthogonal if and only if the nodes are equidistant on the unit circle.
5. General Vandermonde-type matrices. This section considers Vandermonde matrices, whose nodes are zeros of certain orthogonal polynomials on an interval or on the unit circle. Eisinberg et al. [9] showed that the condition number $\kappa_{2}\left(V_{n, N}\right)$ of a rectangular (standard) Vandermonde matrix $V_{n, N} \in \mathbb{R}^{N \times n}$, with $N \geq n$ and Chebyshev nodes, is independent of the number of nodes $N$. We extend this result to Vandermonde-type matrices of the form (1.1), where the polynomials $p_{i}$ are not required to be orthogonal and $\operatorname{deg}\left(p_{j}\right)$ may be different from $j$.

THEOREM 9. Let $\left\{p_{i}\right\}_{i=0}^{n-1}$ be a set of linearly independent polynomials in $\mathbb{P}_{m-1}$, and let $\left\{l_{i}\right\}_{i=0}^{n-1}$ be an arbitrary set of polynomials in $\mathbb{P}_{m-1}$. Hence, $m \geq n$. The polynomials $l_{0}, l_{1}, \ldots, l_{n-1}$ may be linearly dependent. Let the nodes $x_{1}, x_{2}, \ldots, x_{N}$ be zeros of the Chebyshev polynomial $T_{N}(x)$ with $N \geq m$, and define the Vandermondetype matrices

$$
P_{N, n}=\left[\begin{array}{ccc}
p_{0}\left(x_{1}\right) & \cdots & p_{n-1}\left(x_{1}\right)  \tag{5.1}\\
p_{0}\left(x_{2}\right) & \cdots & p_{n-1}\left(x_{2}\right) \\
\vdots & \vdots & \vdots \\
p_{0}\left(x_{N}\right) & \cdots & p_{n-1}\left(x_{N}\right)
\end{array}\right], \quad L_{N, n}=\left[\begin{array}{ccc}
l_{0}\left(x_{1}\right) & \cdots & l_{n-1}\left(x_{1}\right) \\
l_{0}\left(x_{2}\right) & \cdots & l_{n-1}\left(x_{2}\right) \\
\vdots & \vdots & \vdots \\
l_{0}\left(x_{N}\right) & \cdots & l_{n-1}\left(x_{N}\right)
\end{array}\right]
$$

There are constants $\left\{d_{j}\right\}_{j=1}^{6}$ that can be chosen independently of $N$, such that

$$
\begin{align*}
\left\|P_{N, n}\right\|_{F} & =\sqrt{\frac{N}{\pi}} d_{1}, & \left\|P_{N, n}^{\dagger}\right\|_{F}=\sqrt{\frac{\pi}{N}} d_{2} \\
\left\|P_{N, n}\right\|_{2} & =\sqrt{\frac{N}{\pi}} d_{3}, & \left\|P_{N, n}^{\dagger}\right\|_{2}=\sqrt{\frac{\pi}{N}} d_{4}  \tag{5.2}\\
\left\|L_{N, n}\right\|_{F} & =\sqrt{\frac{N}{\pi}} d_{5}, & \left\|L_{N, n}\right\|_{2}=\sqrt{\frac{N}{\pi}} d_{6}
\end{align*}
$$

for all $N \geq m$.
Proof. The polynomials $p_{i}$ and $l_{i}, 0 \leq i<n$, can be expressed as

$$
p_{i}(x)=\sum_{k=0}^{m-1} c_{i, k} \tilde{T}_{k}(x), \quad l_{i}(x)=\sum_{k=0}^{m-1} \hat{c}_{i, k} \tilde{T}_{k}(x),
$$

where the $\tilde{T}_{k}$ denote normalized Chebyshev polynomials. We express the matrices (5.1) in factored form,

$$
P_{N, n}=T_{N, m} C, \quad L_{N, n}=T_{N, m} \hat{C}
$$

where

$$
T_{N, m}=\left[\begin{array}{ccc}
\tilde{T}_{0}\left(x_{1}\right) & \cdots & \tilde{T}_{m-1}\left(x_{1}\right)  \tag{5.3}\\
\cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots \\
\tilde{T}_{0}\left(x_{N}\right) & \cdots & \tilde{T}_{m-1}\left(x_{N}\right)
\end{array}\right]
$$

and

$$
C=\left[\begin{array}{ccc}
c_{0,0} & \cdots & c_{0, n-1} \\
\cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots \\
c_{m-1,0} & \cdots & c_{m-1, n-1}
\end{array}\right], \quad \hat{C}=\left[\begin{array}{ccc}
\hat{c}_{0,0} & \cdots & \hat{c}_{0, n-1} \\
\cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots \\
\hat{c}_{m-1,0} & \cdots & \hat{c}_{m-1, n-1}
\end{array}\right]
$$

Since $P_{N, n}$ is of full rank, so are the matrices $T_{N, m}$ and $C$. It follows from Theorem 2 and Lemma 2 that $T_{N, m}=\sqrt{\frac{N}{\pi}} U$, where the matrix $U$ has orthonormal columns. We obtain

$$
\begin{aligned}
& \left\|P_{N, n}\right\|_{F}=\left\|T_{N, m} C\right\|_{F}=\sqrt{\frac{N}{\pi}}\|C\|_{F} \\
& \left\|P_{N, n}^{\dagger}\right\|_{F}=\left\|C^{\dagger} T_{N, m}^{\dagger}\right\|_{F}=\sqrt{\frac{\pi}{N}}\left\|C^{\dagger}\right\|_{F} \\
& \left\|L_{N, n}\right\|_{F}=\left\|T_{N, m} \hat{C}\right\|_{F}=\sqrt{\frac{\pi}{N}}\|\hat{C}\|_{F}
\end{aligned}
$$

Similarly,

$$
\left\|P_{N, n}\right\|_{2}=\sqrt{\frac{N}{\pi}}\|C\|_{2}, \quad\left\|P_{N, n}^{\dagger}\right\|_{2}=\sqrt{\frac{\pi}{N}}\left\|C^{\dagger}\right\|_{2}, \quad\left\|L_{N, n}\right\|_{2}=\sqrt{\frac{\pi}{N}}\|\hat{C}\|_{2}
$$

Letting

$$
d_{1}=\|C\|_{F}, \quad d_{2}=\left\|C^{\dagger}\right\|_{F}, \quad d_{3}=\|C\|_{2}, \quad d_{4}=\left\|C^{\dagger}\right\|_{2}, \quad d_{5}=\|\hat{C}\|_{F}, \quad d_{6}=\|\hat{C}\|_{2}
$$

concludes the proof.
We remark that while the constants $d_{j}, 1 \leq j \leq 6$, in (5.2) are independent of $N$, they may be large. Their sizes depend on the choice of polynomials $p_{j}$ and $l_{k}$.

If $\operatorname{deg}\left(p_{i}\right)=i$ for $0 \leq i<n$, then $P_{N, n}=T_{N, n} C$ for some nonsingular upper triangular matrix $C \in \mathbb{R}^{n \times n}$. This means that the QR factorization of $P_{N, n}$ is explicitly known. The following result follows directly from Theorem 9 and generalizes [26, Proposition 2.2], which is concerned with Vandermonde matrices with Chebyshev nodes.

Corollary 3. Let the matrix $P_{N, n}$ be given by (5.1). Then the condition numbers $\kappa_{F}\left(P_{N, n}\right)$ and $\kappa_{2}\left(P_{N, n}\right)$ can be bounded independently of $N$.

Let for the moment the nodes $x_{1}, x_{2}, \ldots, x_{N}$ in the matrix (5.3) be distinct, but otherwise arbitrary, and let $C \in \mathbb{R}^{m \times n}$. Then

$$
\begin{align*}
\left\|T_{N, m} C\right\|_{F}\left\|C^{\dagger} T_{N, m}^{\dagger}\right\|_{F} & \leq\|C\|_{F}\left\|C^{\dagger}\right\|_{F}\left\|T_{N, m}\right\|_{2}\left\|T_{N, m}^{\dagger}\right\|_{2}  \tag{5.4}\\
\left\|T_{N, m} C\right\|_{2}\left\|C^{\dagger} T_{N, m}^{\dagger}\right\|_{2} & \leq\|C\|_{2}\left\|C^{\dagger}\right\|_{2}\left\|T_{N, m}\right\|_{2}\left\|T_{N, m}^{\dagger}\right\|_{2} \tag{5.5}
\end{align*}
$$

Letting the $x_{j}$ be Chebyshev nodes yields $\left\|T_{N, m}\right\|_{2}\left\|T_{N, m}^{\dagger}\right\|_{2}=1$ (see Theorem 2) and therefore minimizes the upper bounds in (5.4) and (5.5).

Example 5.1. We compare numerically condition numbers of Vandermonde-like and Vandermonde matrices determined by Chebyshev nodes and optimal nodes. The optimal nodes, i.e., the nodes that minimize the condition number $\kappa_{F}\left(V_{N, n}\right)$, are determined with Wolfram Mathematica Software using the minimizer NMinimize. We cannot be certain that the nodes so computed indeed are optimal, but the minimization function NMinimize gave the same nodes for many different initial node choices. Computed condition numbers for Vandermonde-like matrices defined by Legendre polynomials and Chebyshev polynomials of the second kind for Chebyshev and optimal nodes are shown in Table 5.1 and Table 5.2, respectively. Corresponding results

Table 5.1
Example 5.1. Frobenius condition numbers of Vandermonde-like matrices $V_{N, n}$ defined by Legendre polynomials and Chebyshev or optimal nodes.

| $n$ | $N$ | Chebyshev nodes | Optimal nodes |
| :---: | :---: | :---: | :---: |
| 5 | 5 | $6.1 \cdot 10^{0}$ | $5.2 \cdot 10^{0}$ |
| 10 | 10 | $1.3 \cdot 10^{1}$ | $1.1 \cdot 10^{1}$ |
| 20 | 20 | $2.9 \cdot 10^{1}$ | $2.3 \cdot 10^{1}$ |
| 35 | 35 | $5.4 \cdot 10^{1}$ | $4.3 \cdot 10^{1}$ |
| 40 | 40 | $6.2 \cdot 10^{1}$ | $5.0 \cdot 10^{1}$ |
| 5 | 10 | $6.1 \cdot 10^{0}$ | $5.0 \cdot 10^{0}$ |
| 10 | 20 | $1.3 \cdot 10^{1}$ | $1.0 \cdot 10^{1}$ |
| 20 | 40 | $2.9 \cdot 10^{1}$ | $2.2 \cdot 10^{1}$ |
| 35 | 70 | $5.4 \cdot 10^{1}$ | $4.1 \cdot 10^{1}$ |
| 40 | 80 | $6.2 \cdot 10^{1}$ | $4.7 \cdot 10^{1}$ |

TABLE 5.2
Example 5.1. Frobenius condition numbers of Vandermonde-like matrices $V_{N, n}$ defined by Chebyshev polynomials of the second kind and Chebyshev or optimal nodes.

| $n$ | $N$ | Chebyshev nodes | Optimal nodes |
| ---: | ---: | :---: | :---: |
| 5 | 5 | $8.2 \cdot 10^{0}$ | $5.5 \cdot 10^{0}$ |
| 10 | 10 | $2.3 \cdot 10^{1}$ | $1.3 \cdot 10^{1}$ |
| 20 | 20 | $6.4 \cdot 10^{1}$ | $3.2 \cdot 10^{1}$ |
| 35 | 35 | $1.5 \cdot 10^{2}$ | $7.0 \cdot 10^{1}$ |
| 40 | 40 | $1.8 \cdot 10^{2}$ | $8.5 \cdot 10^{1}$ |
| 5 | 10 | $8.2 \cdot 10^{0}$ | $5.0 \cdot 10^{0}$ |
| 10 | 20 | $2.3 \cdot 10^{1}$ | $1.1 \cdot 10^{1}$ |
| 20 | 40 | $6.4 \cdot 10^{1}$ | $2.8 \cdot 10^{1}$ |
| 35 | 70 | $1.5 \cdot 10^{2}$ | $6.0 \cdot 10^{1}$ |
| 40 | 80 | $1.8 \cdot 10^{2}$ | $7.3 \cdot 10^{1}$ |

TABLE 5.3
Example 5.1. Frobenius condition numbers of Vandermonde matrices $V_{N, n}$ with Chebyshev and optimal nodes.

| $n$ | $N$ | Chebyshev nodes | Optimal nodes |
| :---: | :---: | :---: | :---: |
| 5 | 5 | $2.8 \cdot 10^{1}$ | $2.3 \cdot 10^{1}$ |
| 10 | 10 | $2.3 \cdot 10^{3}$ | $1.6 \cdot 10^{3}$ |
| 20 | 20 | $1.5 \cdot 10^{7}$ | $9.9 \cdot 10^{6}$ |
| 35 | 35 | $8.3 \cdot 10^{12}$ | $5.1 \cdot 10^{12}$ |
| 40 | 40 | $3.3 \cdot 10^{13}$ | $2.6 \cdot 10^{13}$ |
| 5 | 10 | $2.8 \cdot 10^{1}$ | $1.7 \cdot 10^{1}$ |
| 10 | 20 | $2.3 \cdot 10^{3}$ | $1.2 \cdot 10^{3}$ |
| 20 | 40 | $1.5 \cdot 10^{7}$ | $7.5 \cdot 10^{6}$ |
| 35 | 70 | $8.3 \cdot 10^{12}$ | $4.0 \cdot 10^{12}$ |
| 40 | 80 | $3.3 \cdot 10^{13}$ | $1.6 \cdot 10^{13}$ |

for (standard) Vandermonde matrices are displayed in Table 5.3. As can be expected, the matrices of Table 5.3 have much larger condition numbers than the matrices of Tables 5.1 and 5.2. Chebyshev nodes can be seen to be "near-optimal" in the sense that the condition numbers for the Chebyshev nodes for all examples are larger by only a fairly small factor than the condition numbers for optimal nodes for all combinations of $n$ and $N$ reported.

Numerical experiments suggest that the nodes that minimize the condition number $\kappa_{F}\left(V_{N, n}\right)$ are unique. A similar observation for square Vandermonde-like matrices is reported by Gautschi [14]. In fact, our experiments suggest that $\kappa_{F}\left(V_{N, n}\right)$ is a locally convex function of the nodes in a neighborhood of the optimal nodes. We remark that it is not hard to show, that for the special case when

$$
V_{2,2}\left(x_{1}, x_{2}\right)=\left[\begin{array}{ll}
c_{0} & c_{1}+c_{2} x_{1} \\
c_{0} & c_{1}+c_{2} x_{2}
\end{array}\right]
$$

the condition number $\kappa_{F}\left(V_{2,2}\left(x_{1}, x_{2}\right)\right)$ is strongly convex in the whole region $-\infty<$ $x_{1}<x_{2}<\infty$. This follows from the fact that the Hessian of $\kappa_{F}^{2}\left(V_{2,2}\left(x_{1}, x_{2}\right)\right)$ is positive definite.

The following result is an analogue of Theorem 9 for polynomials with nodes on the unit circle.

THEOREM 10. Let $\left\{p_{i}\right\}_{i=0}^{n-1}$ be a set of linearly independent polynomials of the form

$$
p_{i}(z)=c_{i, 1} z^{k_{1}}+c_{i, 2} z^{k_{1}+1}+\cdots+c_{i, m-1} z^{k_{1}+m-1}
$$

with $m \geq n$ and let $k_{1} \geq 0$ be an arbitrary integer. Further, let $\left\{l_{i}\right\}_{i=0}^{n-1}$ be a set of arbitrary polynomials of the form

$$
l_{i}(z)=\hat{c}_{i, 1} z^{k_{2}}+\hat{c}_{i, 2} z^{k_{2}+1}+\cdots+\hat{c}_{i, m-1} z^{k_{2}+m-1}
$$

with $k_{2} \geq 0$ an arbitrary integer. Let the nodes $z_{1}, z_{2}, \ldots, z_{N}$ be equidistant on the unit circle, i.e., $z_{k}=\exp \left(i \theta_{k}\right)$, where $\theta_{k}=\theta_{0}+\frac{2 \pi k}{N}$ with $\theta_{0} \in \mathbb{R}$ arbitrary. Consider the Vandermonde-like matrices

$$
P_{N, n}=\left[\begin{array}{ccc}
p_{0}\left(z_{1}\right) & \cdots & p_{n-1}\left(z_{1}\right) \\
p_{0}\left(z_{2}\right) & \cdots & p_{n-1}\left(z_{2}\right) \\
\cdots & \cdots & \cdots \\
p_{0}\left(z_{N}\right) & \cdots & p_{n-1}\left(z_{N}\right)
\end{array}\right], \quad L_{N, n}=\left[\begin{array}{ccc}
l_{0}\left(z_{1}\right) & \cdots & l_{n-1}\left(z_{1}\right) \\
l_{0}\left(z_{2}\right) & \cdots & l_{n-1}\left(z_{2}\right) \\
\cdots & \cdots & \cdots \\
l_{0}\left(z_{N}\right) & \cdots & l_{n-1}\left(z_{N}\right)
\end{array}\right] .
$$

There are constants $\left\{d_{j}\right\}_{j=1}^{6}$, that can be chosen independently of $N$, such that

$$
\begin{array}{ll}
\left\|P_{N, n}\right\|_{F}=\sqrt{N} d_{1}, & \left\|P_{N, n}^{\dagger}\right\|_{F}=\frac{d_{2}}{\sqrt{N}}  \tag{5.6}\\
\left\|P_{N, n}\right\|_{2}=\sqrt{N} d_{3}, & \left\|P_{N, n}^{\dagger}\right\|_{2}=\frac{d_{4}}{\sqrt{N}} \\
\left\|L_{N, n}\right\|_{F}=\sqrt{N} d_{5}, & \left\|L_{N, n}\right\|_{2}=\sqrt{N} d_{6}
\end{array}
$$

for all $N \geq m$.
Proof. We have the factorizations

$$
P_{N, n}=D_{1} Z C, \quad L_{N, n}=D_{2} Z \hat{C}
$$

where

$$
D_{1}=\operatorname{diag}\left[z_{1}^{k_{1}}, z_{2}^{k_{1}}, \ldots, z_{N}^{k_{1}}\right], \quad D_{2}=\operatorname{diag}\left[z_{1}^{k_{2}}, z_{2}^{k_{2}}, \ldots, z_{N}^{k_{2}}\right]
$$

and

$$
Z=\left[\begin{array}{cccc}
1 & z_{1} & \cdots & z_{1}^{m-1} \\
1 & z_{2} & \cdots & z_{2}^{m-1} \\
\cdots & \cdots & \cdots & \cdots \\
1 & z_{N} & \cdots & z_{N}^{m-1}
\end{array}\right]
$$

Moreover,

$$
C=\left[\begin{array}{ccc}
c_{0,0} & \cdots & c_{n-1,0} \\
\cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots \\
c_{0, m-1} & \cdots & c_{n-1, m-1}
\end{array}\right], \quad \hat{C}=\left[\begin{array}{ccc}
\hat{c}_{0,0} & \cdots & \hat{c}_{n-1,0} \\
\cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots \\
\hat{c}_{0, m-1} & \cdots & \hat{c}_{n-1, m-1}
\end{array}\right]
$$

The matrices $D_{1}$ and $D_{2}$ are unitary. Using the bounds (4.28), we obtain

$$
\begin{aligned}
\left\|L_{N, n}\right\|_{F} & =\left\|D_{2} Z \hat{C}\right\|_{F}=\|Z\|_{2}\|\hat{C}\|_{F}=\sqrt{N}\|\hat{C}\|_{F} \\
\left\|P_{N, n}^{\dagger}\right\|_{F} & =\left\|C^{\dagger} Z^{\dagger} D_{1}^{\dagger}\right\|_{F}=\left\|Z^{\dagger}\right\|_{2}\left\|C^{\dagger}\right\|_{F}=\frac{1}{\sqrt{N}}\left\|C^{\dagger}\right\|_{F}
\end{aligned}
$$

The remaining bounds (5.6) follow similarly.
6. Conclusion. Gautschi investigated the conditioning of square Vandermonde and Vandermonde-like matrices determined by orthogonal polynomials with respect to an inner product defined by a measure with support on the real axis. This paper shows results for rectangular Vandermonde and Vandermonde-like matrices. Orthogonal polynomials that define the latter matrices are determined by an inner product that is associated with a measure with support on the real axis or on the unit circle.
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