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SUMMARY

The rational Arnoldi process is a popular method for the computation of a few eigenvalues of a large non-Hermitian matrix \( A \in \mathbb{C}^{n \times n} \) and for the approximation of matrix functions. The method is particularly attractive when the rational functions that determine the process have only few distinct poles \( z_j \in \mathbb{C} \), because then few factorizations of matrices of the form \( A - z_j I \) have to be computed. We discuss recursion relations for orthogonal bases of rational Krylov subspaces determined by rational functions with few distinct poles. These recursion formulas yield a new implementation of the rational Arnoldi process. Applications of the rational Arnoldi process to the approximation of matrix functions as well as to the computation of eigenvalues and pseudospectra of \( A \) are described. The new implementation is compared to several available implementations. Copyright © 0000 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Let \( A \in \mathbb{C}^{n \times n} \) be a large, possibly sparse, non-Hermitian matrix, and let \( v \in \mathbb{C}^n \) be a vector. Throughout this paper \( \|v\| \) denotes the Euclidean vector norm. The standard inner product of vectors in \( \mathbb{C}^n \) is written as \( \langle \cdot, \cdot \rangle \). Thus, \( \|v\| = \langle v, v \rangle^{1/2} \). The rational Arnoldi process determines orthonormal rational functions with prescribed poles with respect to the sesquilinear form

\[
\langle f, g \rangle := v^* (f(A))^* g(A)v, \tag{1}
\]

where the superscript * denotes transposition and, if applicable, complex conjugation. The expression (1) is an inner product of functions \( f \) and \( g \), when the functions live in a suitably restricted set. We are interested in the situation when they are rational functions with fixed poles of low enough order so that (1) is an inner product. The exact order allowed depends on the matrix \( A \) and vector \( v \). We note that the inner product (1) also can be represented as

\[
\langle f, g \rangle = \frac{1}{4\pi^2} \int_{\Gamma} \int_{\Gamma} f(z)g(\zeta)v^* (\overline{\zeta} I - A^*)^{-1} (\zeta I - A)^{-1} v \, d\zeta d\zeta, \tag{2}
\]

where \( \Gamma \) is a closed contour enclosing the poles of \( f \) and \( g \).
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where the contour of integration $\Gamma$ contains the spectrum of $A$ in its interior and the bar denotes complex conjugation; see, e.g., [15] for discussions of related representations. The rational Arnoldi process described by Algorithm 1 below was introduced by Ruhe [20] for the computation of selected eigenvalues and eigenvectors of a large matrix; see also [21, 22, 23]. The shifts $z_i$ in the algorithm are the preselected poles of the orthogonal rational functions determined by the rational Arnoldi process. Applications of rational Arnoldi and Lanczos processes to the approximation of matrix functions are discussed in [2, 3, 4, 5, 12, 15, 16, 17].

**Algorithm 1** The rational Arnoldi process

1. **Input:** $A \in \mathbb{C}^{n \times n}$, initial vector $v \in \mathbb{C}^n \setminus \{0\}$, shifts $z_i \in \mathbb{C}$, $i = 1, 2, \ldots, \ell$.
2. $v_1 := v/\|v\|$
3. for $i = 1, \ldots, \ell$
4. Apply one step of rational Arnoldi with shift $z_i$. This gives
   
   \[
   w := (A - z_i I)^{-1} v_i - \sum_{j=1}^{i-1} h_{i,j} v_j,
   \]
   
   \[
   h_{i+1,i} := \|w\|, \quad v_{i+1} := w / h_{i+1,i},
   \]
5. where $I$ denotes the identity matrix and the coefficients $h_{j,i}$ are chosen
6. so that the vector $w$ is orthogonal to $v_j$ for $1 \leq j \leq i$. When $z_i = \infty$, we replace the matrix $(A - z_i I)^{-1}$ by $A$.
8. **end for**

We assume that the coefficients $h_{i+1,i}$ determined in (2) are positive for $i = 1, 2, \ldots, m$. This is the generic situation. Otherwise the rational Arnoldi process is said to break down and the computations may simplify. We will not dwell on this rare situation. Define the matrices $V_m = [v_1, v_2, \ldots, v_m] \in \mathbb{C}^{n \times m}$ and $V_{m+1} = [V_m, v_{m+1}] \in \mathbb{C}^{n \times (m+1)}$, as well as the upper Hessenberg matrix $H_{m+1,m} = [h_{j,i}] \in \mathbb{C}^{(m+1) \times m}$ made up of the coefficients $h_{j,i}$ defined by Algorithm 1; the entries below the subdiagonal of $H_{m+1,m}$ vanish. The columns of $V_m$ form an orthonormal basis for the rational Krylov subspace

\[
\text{span}\{v, (A - z_1 I)^{-1} v, (A - z_2 I)^{-1} (A - z_1 I)^{-1} v, \ldots, \prod_{i=1}^{m-1} (A - z_i I)^{-1} v\}. \tag{3}
\]

When $z_i = \infty$, the factor $(A - z_i I)^{-1}$ is replaced by $A$.

In the special case when all shifts $z_i$ are the same, the recursions (2) simplify to those of the standard Arnoldi process applied to the matrix $(A - z I)^{-1}$. The recursion formulas then can be expressed in the form

\[
(A - z I)^{-1} V_m = V_{m+1} H_{m+1,m}. \tag{4}
\]

Ruhe [23] has shown how one can determine a decomposition of the form (4) also when not all shifts $z_i$ are equal. This is described by Algorithm 2. Each shift $z_i$ is applied repeatedly (lines 15–24) until a stopping criterion is satisfied. Then a new shift is selected and the matrices $H_{m+1,m}$ and $V_{m+1}$ are updated (lines 11–13). The matrix $H_{m+1,m}$ determined by this algorithm generally is not upper Hessenberg and differs from the upper Hessenberg matrix with entries $h_{j,i}$ generated by Algorithm 1. The application of Ruhe’s updating method is most attractive when many consecutive shifts are the same, because only lines 15–24 have to be executed when the present shift is the same as the previous one. We remark that the transformation of $H_{m+1,m}$ in line 13 of Algorithm 2 is not orthogonal and this may lead to reduced accuracy. Another difficulty with Algorithm 2 is that using the same pole, say $z_i$, repeatedly without applying other poles $z_k$, $k \neq i$, in between may require the solution of severely ill-conditioned intermediate problems. This is illustrated by the following simple example.

**Example 1.1.** Let $A \in \mathbb{C}^{n \times n}$, $n \geq 21$, be a Hermitian matrix with its spectrum containing the points $\pm 1$, and let $b \in \mathbb{C}^n \setminus \{0\}$. Define the poles $z_1 = 1 + \delta$ and $z_2 = -1 - \delta$ with the constant
Algorithm 2 Ruhe’s updating method for the rational Arnoldi process

1: Input: $A \in \mathbb{C}^{n \times n}$, initial vector $v \in \mathbb{C}^n \setminus \{0\}$, vector of finite shifts
2: $z = [z_1, \ldots, z_\ell]^T \in \mathbb{C}^\ell$, convergence test, breakdown tolerance $\tau$
3: Output: $H_{m+1,m} \in \mathbb{C}^{(m+1) \times m}$, $V_{m+1} \in \mathbb{C}^{n \times (m+1)}$ with orthonormal
4: subspace bases determined by Algorithm 2 may be severely contaminated by propagated round-off

5: $v_1 := v/\|v\|$, $w := (A - z_1 I)^{-1} v_1$
6: $h_{11} := \langle v_1, w \rangle$, $w := w - h_{11} v_1$
7: $h_{21} := \|w\|$, $v_2 := w/h_{21}$
8: $m := 0$
9: for $i = 1, \ldots, \ell$
10: if $i > 1$
11: factor $Q_{m+1} R_{m+1,m} := I_{m+1,m} + (z_{i-1} - z_i) H_{m+1,m}$
12: $V_{m+1} := V_{m+1} Q_{m+1}$
13: $H_{m+1,m} := Q_m^T H_{m+1,m} R_{m,m}^{-1}$
14: end if
15: repeat
16: $m := m + 1$
17: $w := (A - z_i I)^{-1} v_m$
18: for $j = 1, \ldots, m$
19: $h_{j,m} := \langle v_j, w \rangle$, $w := w - h_{j,m} v_j$
20: end for
21: $h_{m+1,m} := \|w\|$
22: if $h_{m+1,m} < \tau$ then exit for breakdown end
23: $v_{m+1} := w/h_{m+1,m}$
24: until convergence
25: end for

$\delta > 0$ close to zero. Assume that we would like to use the rational Krylov subspace

$$\text{span}\{b, (A - z_1 I)^{-1} b, (A - z_1 I)^{-2} b, \ldots, (A - z_1 I)^{-10} b, (A - z_2 I)^{-1} b, (A - z_2 I)^{-2} b, \ldots, (A - z_2 I)^{-10} b\}.$$ 

The vector $b$ is chosen so that no breakdown occurs, i.e., this space is of dimension 21. Let us first use the pole $z_1$ to determine a basis for

$$\text{span}\{b, (A - z_1 I)^{-1} b, (A - z_1 I)^{-2} b, \ldots, (A - z_1 I)^{-10} b\}$$

before applying the pole $z_2$. The eigenvalues $1 - z_1 = -\delta$ and $-1 - z_1 = -2 - \delta$ of $A - z_1 I$ give the lower bound $(2/\delta + 1)^{10}$ for the condition number of $(A - z_1 I)^{10}$. This bound is very large when $\delta > 0$ is “tiny.” Therefore, severe propagation of round-off errors introduced during the computations may take place when seeking to compute an orthonormal basis for the space (5).

The rational Krylov method proposed in this paper applies the poles in a cyclic fashion $z_1, z_2, z_1, z_2, \ldots$. This circumvents the need to carry out computations with very ill-conditioned matrices in the present example. We note that the lower bound for the condition number of the matrix $(A - z_1 I)(A - z_2 I)^{10}$ determined by the eigenvalues $\pm 1$ of $A$ is one and, hence, much smaller than $(2/\delta + 1)^{10}$ for $\delta > 0$ tiny.

While this example is very simple, it nevertheless indicates that orthonormal rational Krylov subspace bases determined by Algorithm 2 may be severely contaminated by propagated round-off errors. Computed examples in Section 4 show that this indeed can be the case. \(\square\)
Algorithm 3 A cyclic rational Krylov subspace method

1: Input: \( A \in \mathbb{C}^{n \times n} \), initial vector \( \mathbf{v} \in \mathbb{C}^n \setminus \{0\} \), vector of finite shifts
2: \( \mathbf{z} = [z_1, \ldots, z_\ell]^T \in \mathbb{C}^\ell \), convergence test, breakdown tolerance \( \tau \)
3: Output: \( H_{m+1,m} \in \mathbb{C}^{(m+1) \times m} \), \( K_{m+1,m} \in \mathbb{C}^{(m+1) \times m} \), \( V_{m+1} \in \mathbb{C}^{n \times (m+1)} \) with
4: orthonormal columns that span the rational Krylov subspace
5: \( \mathbf{v}_1 := \mathbf{v}/\|\mathbf{v}\| \)
6: \( m := 0 \)
7: repeat
8: \( \text{for } i = 1, \ldots, \ell \)
9: \( m := m + 1 \)
10: \( \mathbf{w} := (A - z_i I)^{-1} \mathbf{v}_m \)
11: \( \text{for } j = 1, \ldots, m \)
12: \( h_{j,m} := \langle \mathbf{v}_j, \mathbf{w} \rangle, \mathbf{w} := \mathbf{w} - h_{j,m} \mathbf{v}_j \)
13: \( \text{end for} \)
14: \( h_{m+1,m} := \|\mathbf{w}\| \)
15: \( \text{if } h_{m+1,m} < \tau \text{ then exit for breakdown } \text{end} \)
16: \( \mathbf{v}_{m+1} := \mathbf{w}/h_{m+1,m} \)
17: \( \text{for } j = 1, \ldots, m + 1 \)
18: \( k_{j,m} := h_{j,m} z_i \)
19: \( \text{end for} \)
20: \( k_{m,m} := k_{m,m} + 1 \)
21: \( \text{end for} \)
22: until convergence

Ruhe [21] also proposed another implementation of the rational Arnoldi process, described by Algorithm 3; it is referred to as Algorithm RKS in [21]. The algorithm determines a decomposition of the form

\[
AV_{m+1}H_{m+1,m} = V_{m+1}K_{m+1,m},
\]

where the orthonormal columns of the matrix \( V_{m+1} = [\mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_{m+1}] \in \mathbb{C}^{n \times (m+1)} \) form a basis of the space (3) with \( m \) replaced by \( m + 1 \), and the matrices \( H_{m+1,m} = [h_{j,i}] \in \mathbb{C}^{(m+1) \times m} \) and \( K_{m+1,m} = [k_{j,i}] \in \mathbb{C}^{(m+1) \times m} \) made up of the entries \( h_{j,i} \) and \( k_{j,i} \), respectively, generated by the algorithm are upper Hessenberg. Application of \( m \) suitably chosen Givens transformations to \( H_{m+1,m} \) from the left (and to \( V_{m+1} \) from the right) transform \( H_{m+1,m} \) to an upper triangular matrix \( R_{m,m} \in \mathbb{C}^{m \times m} \) with an appended last row of zeros (and a new matrix \( W_{m+1} = [W'_m, \mathbf{w}_{m+1}] \in \mathbb{C}^{n \times (m+1)} \) with orthonormal columns). We obtain a decomposition of the form

\[
AW_{m}R_{m,m} = W_{m+1}M_{m+1,m},
\]

where \( M_{m+1,m} \in \mathbb{C}^{(m+1) \times m} \) is a dense matrix; see Ruhe [21] for details. Assuming that no breakdown occurs during the execution of Algorithm 3, the matrix \( H_{m+1,m} \) in (6) is of full rank, and the matrix \( R_{m,m} \) in (7) therefore is invertible. We obtain the decomposition

\[
AW_{m} = W_{m+1}M_{m+1,m}R_{m,m}^{-1} = W_{m}N_{m,m} + \mathbf{w}_{m+1}g_m^* \]

for a suitable matrix \( N_{m,m} \in \mathbb{C}^{m \times m} \) and vector \( g_m \in \mathbb{C}^m \). A further, closely related, decomposition is described in [3]. We note that the computation of the matrix \( N_{m,m} \) in the decomposition (8) requires the solution of \( m + 1 \) linear systems of equations with the matrix \( R_{m,m}^T \) (one system for each row of \( M_{m+1,m} \)), and if the matrix \( R_{m,m} \) is ill-conditioned, then the computed results may be sensitive to round-off errors introduced during the computations.
The decompositions determined by Algorithms 2 and 3 can be applied to computing a few selected eigenvalues or partial pseudospectra of a large matrix $A$, as well as to approximating matrix functions of the form

$$f(A)v.$$  

(9)

The former applications are described by Ruhe [21, 23] and the latter one by Güttel [11, Chapter 5]. Here we assume that the function $f$ is such that $f(A)$ is well defined; see, e.g., [10, 14] for several ways of defining matrix functions.

The evaluation of matrix functions of the form (9) is of interest for entire functions such as

$$f(t) = \exp(t), \quad f(t) = (1 - \exp(t))/t, \quad f(t) = \cos(t), \quad f(t) = \sin(t),$$

with applications to the solution of ordinary and partial differential equations [4, 5, 8, 13, 15, 24] and network analysis [6, 7]. Other functions $f$ of interest include $f(t) = \sqrt{t}$, with application to the solution of systems of stochastic differential equations [1], and $f(t) = \ln(t)$. Higham [14] describes many methods for the evaluation of $f(A)$ that can be applied when the matrix $A$ is small enough to compute a factorization. When $A$ is large, expressions (9) are commonly approximated by first reducing the matrix $A$ to a small matrix by application of a fairly small number of steps of the standard or rational Arnoldi or Lanczos processes; see, e.g., [2, 3, 4, 5, 8, 11, 12, 15, 16, 17]. The techniques described in [14] can then be applied to evaluate the reduced problem so obtained.

The decomposition determined by applications of $m$ steps of the standard Arnoldi process to the matrix $A$ with initial vector $v$ can be applied to find a polynomial approximation of $f$ in (9) of degree at most $m - 1$. Similarly, decompositions determined by Algorithms 2 and 3 can be used to compute approximations of $f$ by rational functions with poles $z_i$. Rational functions may yield more accurate approximations of (9) than polynomials. However, the evaluation of the rational approximants requires the use of nonorthogonal transformations and this may lead to reduced accuracy due to severely propagated round-off errors introduced during the computations.

It is the purpose of this paper to describe a new approach to generating an orthonormal basis for a rational Krylov subspace. This approach determines a matrix analogous to $H_{n+1,m}$ in (4). The matrix generated is upper block Hessenberg. The block size, and thereby the lower bandwidth, are small when there are only a few distinct poles $z_i$. We are particularly interested in the situation when the sequence of poles $z_1, z_2, \ldots, z_\ell$ is a cyclic enumeration of a few distinct poles. Recently, Simoncini [25] presented a rational Arnoldi method that is related to our scheme in the special situation when every other pole $z_{2i-1}$ is at the origin and every other pole $z_{2i}$ is at infinity.

This paper is organized as follows. Section 2 describes a Stieltjes-type procedure for the orthonormalization of a sequence of rational functions with a few distinct poles. We focus on the structure of the recursion relations. Section 3 discusses a rational Arnoldi process that is the linear algebra analogue of the Stieltjes-type procedure of Section 2. We provide an algorithm, Algorithm 5, and discuss implementation details. In particular, we show that the subdiagonal part of the matrix with the recursion coefficients has a block structure. Section 4 presents computed examples that compare the performance of Algorithms 2 and 3 with Algorithm 5 of Section 3. Applications to the approximation of matrix functions (9), the computation of a few eigenvalues of a large matrix, and the determination of $\epsilon$-pseudospectra of a large matrix in a selected region of the complex plane are described. Concluding remarks are provided in Section 5.

2. A STIELTJES-TYPE PROCEDURE FOR THE ORTHONORMALIZATION OF RATIONAL FUNCTIONS

The Stieltjes procedure is a common approach to determine a sequence of orthonormal polynomials associated with an inner product defined on (part of) the real axis; see, e.g., Gautschi [9]. This section describes the recursion formulas of a Stieltjes-type procedure for determining a sequence of orthonormal rational functions with a few fixed distinct poles. We proceed similarly as in [19], where the situation when the inner product is defined by a nonnegative measure on the real axis and the poles are real or appear in complex conjugate pairs is considered. Here we consider a more
general measure. Thus, let \( d\mu \) be a nonnegative measure with infinitely many points of support in \( \mathbb{C} \). In this section, we use the inner product

\[
\langle f, g \rangle_\mu = \int \overline{f(z)}g(z)d\mu(z) \tag{10}
\]

and the induced norm \( \|f\|_\mu = \langle f, f \rangle_\mu^{1/2} \). The measure is assumed to be such that the inner product exists for all polynomials \( f \) and \( g \). Let \( \mathcal{P} \) denote the space of all polynomials and introduce the linear space of rational functions with distinct finite poles \( z_1, z_2, z_3, \ldots \) that are bounded away from the support of \( d\mu \),

\[
\mathcal{Q} = \text{span} \left\{ \frac{1}{(z-z_k)^j} : j \in \mathbb{N}, \ z_k \in \mathbb{C}, \ |z_k| < \infty \right\},
\]

where as usual \( \mathbb{N} \) denotes the set of positive integers. Define the linear space

\[
\mathcal{P} + \mathcal{Q} = \text{span} \left\{ 1, z^j, \frac{1}{(z-z_k)^j} : j \in \mathbb{N}, \ z_k \in \mathbb{C}, \ |z_k| < \infty \right\}.
\]

Let \( \Psi = \{\psi_0, \psi_1, \psi_2, \ldots \} \) denote an elementary basis for this space, i.e., \( \psi_0(z) = 1 \) and each \( \psi_i(z) \) for \( i = 1, 2, \ldots \) is one of the functions

\[
z^j, \frac{1}{(z-z_k)^j},
\]

for some positive integers \( j \) and \( k \). Application of the Gram–Schmidt process with respect to the inner product (10) to the basis \( \Psi \) yields a basis of orthonormal rational functions with the prescribed finite poles \( z_k \),

\[
\Phi = \{\phi_0, \phi_1, \phi_2, \ldots \}.
\]

The recursion relations for the \( \phi_j \) depend on the ordering of the basis functions \( \psi_j \) of \( \Psi \). We write \( \psi_j \prec \psi_k \) if the basis function \( \psi_j \) comes before \( \psi_k \). The ordering of the basis \( \Psi \) is said to be natural if it satisfies the following conditions:

(i) \( z^j \prec z^{j+1} \) for all integers \( j \geq 0 \),

(ii) \( \frac{1}{(z-z_k)^j} \prec \frac{1}{(z-z_k)^{j+1}} \) for all positive integers \( j \) and every pole \( z_k \).

We tacitly assume that there are no missing powers, i.e., if \( z^{j+1} \) is an elementary basis function for some \( j \in \mathbb{N} \), then so is \( z^j \). Similarly, if \( (z-z_k)^{-j-1} \) is an elementary basis function, then so is \( (z-z_k)^{-j} \).

We now will show that orthonormal rational functions with prescribed poles corresponding to any natural ordering satisfy two types of recurrence relations.

**Theorem 1**

Let the basis \( \Psi = \{\psi_0, \psi_1, \psi_2, \ldots \} \) satisfy the requirements of natural ordering and assume that every sequence of \( m_1 \) consecutive basis functions \( \psi_k, \psi_{k+1}, \ldots, \psi_{k+m_1-1} \) contains at least one power \( z^j \). Then the orthonormal rational functions \( \phi_0, \phi_1, \phi_2, \ldots \) with prescribed poles satisfy a recurrence relation of the form

\[
z\phi_k(z) = \sum_{i=0}^{k+m_1} c_{k,i} \phi_i(z), \quad k = 0, 1, 2, \ldots \tag{11}
\]

**Proof**

It follows from the ordering that

\[
z\phi_k(z) \in \text{span}\{\phi_0, \phi_1, \ldots, \phi_{k+m_1-1}, \phi_{k+m_1} \}, \quad k = 0, 1, 2, \ldots
\]

This shows (11). \( \square \)
Remark 2
If the set \( \mathcal{Q} \) is empty, i.e., if all elementary basis functions \( \psi_j \) are monomials, then \( m_1 = 1 \), and we obtain the standard Arnoldi process.

Remark 3
If the set \( \mathcal{Q} \) is nonempty, i.e., some of the elementary basis functions \( \psi_j \) have finite poles, then we can order the basis \( \Psi \) to get the smallest possible value of \( m_1 \). If every nonmonomial basis function \( \psi_j \) is followed by at least one monomial basis function, then \( m_1 = 2 \). This is the smallest possible \( m_1 \)-value when \( \mathcal{Q} \) is nonempty.

Theorem 4
Let the basis \( \Psi = \{\psi_0, \psi_1, \psi_2, \ldots \} \) satisfy the requirements of natural ordering and let \( z_j \) be a finite pole of this basis. Assume that every sequence of \( m_2 \) consecutive basis functions \( \psi_k, \psi_{k+1}, \ldots, \psi_{k+m_2-1} \) contains at least one power \((z-z_j)^{-t}, t \geq 1\). Then the basis of orthonormal rational functions \( \phi_0, \phi_1, \phi_2, \ldots \) with prescribed poles satisfy a recurrence relation of the form

\[
\frac{1}{z-z_j} \phi_k(z) = \sum_{i=0}^{k+m_2} c_{k,i}^{(j)} \phi_i(z), \quad k = 0, 1, 2, \ldots .
\]

Proof
The result can be shown similarly as Theorem 1.

Algorithm 4 below is a Stieltjes-type procedure for generating an orthonormal basis \( \phi_0, \phi_1, \phi_2, \ldots \) for a subspace spanned by \( \Psi = \{\psi_0, \psi_1, \psi_2, \ldots \} \). We say that the orthonormal function \( \phi_m \) “contains” the elementary basis function \( \psi_j \) if \( \phi_m \) can be written as a linear combination with nonvanishing coefficients of elementary basis functions, one of which is \( \psi_j \).

3. A RATIONAL ARNOLDI PROCESS

This section discusses in detail a new rational Arnoldi process that is analogous to the Stieltjes-type procedure of Section 2. The rational Arnoldi process determines an orthonormal basis for a rational Krylov subspace of the form (3). Algorithm 5 below describes an implementation. The algorithm computes an orthonormal basis for a rational Krylov subspace with \( \ell \) distinct finite poles \( z_1, z_2, \ldots, z_\ell \in \mathbb{C} \) and a pole at infinity. In the following, for notational simplicity, we describe the algorithm for \( \ell = 2 \). Thus, given a matrix \( A \in \mathbb{C}^{n \times n} \), an initial vector \( v \in \mathbb{C}^n \setminus \{0\} \), and two finite distinct poles \( z_1, z_2 \in \mathbb{C} \), Algorithm 5 computes a decomposition of the form

\[
AV_m = V_{m+1} H_{m+1,m},
\]

in which the columns of the matrix \( V_{m+1} = [v_1, v_2, \ldots, v_{m+1}] \in \mathbb{C}^{n \times (m+1)} \), with \( v_1 = v/\|v\| \), make up an orthonormal basis for the rational Krylov subspace

\[
\text{span}\{v, Av, (A-z_1I)^{-1}v, (A-z_2I)^{-1}v, A^2v, (A-z_1I)^{-2}v, (A-z_2I)^{-2}v, \ldots \}
\]

determined by the product of elementary rational functions in \( A \) with poles in the set \( \{\infty, z_1, z_2\} \) and by the vector \( v \). The nontrivial entries of the Hessenberg-type matrix \( H_{m+1,m} \in \mathbb{C}^{(m+1) \times m} \) are recursion coefficients for the orthonormal rational functions in \( A \) that form a basis for (13). We will for simplicity assume that a decomposition of the form (12) exists, i.e., that no rational Krylov subspace determined during the computation of the decomposition (12) is an invariant subspace of \( A \). The latter situation is rare and in many situations simplifies the application of the computed decomposition. We will therefore not discuss this situation further.

In the remainder of this section, we let \( m_i \) denote the \( i \)th column of the matrix \( M \) with entries \( m_{i,j}, M_{i,j} \) stand for the submatrix made up of first \( i \) columns of \( M \), and \( M_{i,j} \) denote the leading principal \( i \times j \) submatrix of \( M \). Similarly, \( m_i \) stands for the \( i \)th element of the vector \( w \). Finally, the range of the matrix \( M \) is denoted by \( \mathcal{R}(M) \).
Algorithm 4 A Stieltjes-type procedure for the orthonormalization of rational functions.

1: Input: basis \{ψ₀, ψ₁, ..., ψₙ\}
2: Output: orthonormal basis \{φ₀, φ₁, ..., φₙ\}
3: φ₀ := ψ₀/||ψ₀||₁
4: for k = 1, ..., n
5: if ψₖ(z) = zˢ for some s ∈ ℕ then
6: if s = 1 then
7: m := 0
8: else
9: let m ≤ k − 1 be an integer such that φₘ contains zˢ⁻¹
10: end if
11: g(z) := zφₘ(z)
12: for i = 0, ..., k − 1
13: cₖ⁻¹,i := ⟨g, φᵢ⟩₁, g := g − cₖ⁻¹,iφᵢ
14: end if
15: φₖ := g/||g||₁
16: end if
17: if ψₖ(z) = (z − zⱼ)⁻ˢ for some s ∈ ℕ then
18: if s = 1 then
19: m := 0
20: else
21: let m ≤ k − 1 be an integer such that φₘ contains (z − zⱼ)⁻^(s−1)
22: end if
23: g(z) := (z − zⱼ)⁻¹φₘ(z)
24: for i = 0, ..., k − 1
25: cₖ⁻¹,i := ⟨g, φᵢ⟩₁, g := g − cₖ⁻¹,iφᵢ
26: end for
27: φₖ := g/||g||₁
28: end if
29: end for

Algorithm 5 is an application of Theorems 1 and 4. We comment on some details in the case \(\ell = 2\) and the poles \(z₁\) and \(z₂\) are distinct.

Lines 6–20 for \(q = 0\): the algorithm generates the matrix \(V₄ = [v₁, v₂, v₃, v₄]\); its columns form an orthonormal basis for
\[
\text{span}\{v, Av, (A − z₁I)^⁻¹v, (A − z₂I)^⁻¹v\}.
\]

Also the matrix \(H_{₂,₁} = \begin{bmatrix} h_{₁,₁} \\ h_{₁,₂} \end{bmatrix}\) is determined. It satisfies
\[
AV₁ = V₂H_{₂,₁}. \tag{14}
\]

The last two columns of \(V₄\) are not part of this decomposition. The column \(v₃\) is generated by orthogonalizing \((A − z₁I)^⁻¹v\) against \(v₁\) and \(v₂\). Therefore \(v₃\) is a linear combination of \(v₁\), \(v₂\), and \((A − z₁I)^⁻¹v\). We have
\[
v₃ = V₂[γ₁] + γ₃(A − z₁I)^⁻¹v \tag{15}
\]
Algorithm 5 A rational Arnoldi method.

1: Input: $A \in \mathbb{C}^{n \times n}$, initial vector $v \in \mathbb{C}^n \setminus \{0\}$, vector of finite shifts
2: $z = [z_1, \ldots, z_l]^T \in \mathbb{C}^l$, convergence test, breakdown tolerance $\tau$
3: Output: $H_{m+1,m} \in \mathbb{C}^{(m+1) \times m}$ Hessenberg-type matrix ($m = p(\ell + 1) + 1$),
4: $V_{m+1} \in \mathbb{C}^{n \times (m+1)}$ with orthonormal columns that span the
5: rational Krylov subspace
6: $v_1 := v/\|v\|$, $w := Av_1$
7: $h_{11} := \langle v_1, w \rangle$, $w := w - h_{11}v_1$
8: $h_{21} := \|w\|$, $v_2 := w/h_{21}$
9: $q := 0$, $k := 2$
10: repeat
11: for $i = 1, \ldots, \ell$ // augment rational Krylov subspace
12: $w := (A - z_i I)^{-1}v_k$ // solve linear system of equations for $w$
13: for $j = 1, \ldots, k + i - 1$
14: $w := w - \langle v_j, w \rangle v_j$
15: end for
16: $\omega := \|w\|$ 
17: if $\omega < \tau$ then exit for breakdown end
18: $v_{k+i} := w/\omega$
19: end for
20: $w := Av_k$ // augment rational Krylov subspace
21: for $j = 1, \ldots, k + \ell$
22: $h_{jk} := \langle v_j, w \rangle$, $w := w - h_{jk}v_j$
23: end for
24: $h_{k+\ell+1,k} := \|w\|$
25: if $h_{k+\ell+1,k} < \tau$ then exit for breakdown end
26: $v_{k+\ell+1} := w/h_{k+\ell+1,k}$
27: for $i = 1, \ldots, \ell$ // update the matrix $H$
28: $w := Av_{k+i}$
29: for $j = 1, \ldots, k + \ell + 1$
30: $h_{j,k+i} := \langle v_j, w \rangle$, $w := w - h_{j,k+i}v_j$
31: end for
32: end for
33: $q := q + 1$, $k := q(\ell + 1) + 2$
34: until convergence

for certain coefficients $\gamma_i$. We assume here the generic situation that
$(A - z_1 I)^{-1}v \notin \text{span}\{v_1, v_2\}$. Similarly, $v_4$ is determined by orthogonalizing $(A - z_2 I)^{-1}v$
against $v_1, v_2, v_3$ and normalizing the residual obtained.

Lines 21–34 for $q = 0$: We discuss the computations during the first pass through the $q$-loop, i.e.,
when $q = 0$ and $k = 2$. The algorithm augments the matrix $V_2$ with one column to obtain an
orthonormal basis for the rational Krylov subspace

$$\text{span}\{v, Av, (A - z_1 I)^{-1}v, (A - z_2 I)^{-1}v, A^2v\}$$

and recursion coefficients stored in the matrix $H_{5,2}$. We carry out the following computations:
a) Evaluate $Av_2$ and orthogonalize against the columns of $V_4$. Assign the normalized residual to $v_5$. The coefficients generated during orthogonalization and normalization are stored in the second column of the matrix $H_{5.2}$. This gives the decomposition

$$AV_2 = V_5 H_{5.2}, \quad H_{5.2} = \begin{bmatrix} h_{1.1} & h_{1.2} \\ h_{2.1} & h_{2.2} \\ 0 & h_{3.2} \\ 0 & h_{4.2} \\ 0 & h_{5.2} \end{bmatrix}.$$ 

Thus,

$$\mathcal{R}(AV_2) \subset \mathcal{R}(V_5) = \text{span}\{v, Av, (A - z_1 I)^{-1}v, (A - z_2 I)^{-1}v, A^2v\}.$$ 

b) Evaluate $Av_3$ and orthogonalize against the columns of $V_5$. The following discussion shows that the orthogonalization process will break down and, therefore, no new columns of the matrix $V_5$ will be generated. It follows from (15) that

$$Av_3 = AV_2 \left[ \begin{array}{c} \gamma_1 \\ \gamma_2 \end{array} \right] + \gamma_3 A(A - z_1 I)^{-1}v,$$

where, by the discussion above, the first term in the right-hand side lives in $\mathcal{R}(V_5)$. The vector $A(A - z_1 I)^{-1}v$ is a linear combination of $v$ and $(A - z_1 I)^{-1}v$. Therefore the second term in the right-hand side of (16) lives in $\mathcal{R}(V_5)$. In particular, $Av_3 \in \mathcal{R}(V_5)$. A similar argument shows that $Av_4 \in \mathcal{R}(V_5)$. When we arrive at line 33 with $q = 0$ and $k = 2$, we have determined the decomposition

$$AV_4 = V_5 H_{5.4}, \quad H_{5.4} = \begin{bmatrix} r_{1.1} & r_{1.2} & r_{1.3} & r_{1.4} & r_{1.5} \\ r_{2.1} & r_{2.2} & r_{2.3} & r_{2.4} & r_{2.5} \\ 0 & r_{3.2} & r_{3.3} & r_{3.4} & r_{3.5} \\ 0 & h_{4.2} & h_{4.3} & h_{4.4} & h_{4.5} \\ 0 & h_{5.2} & h_{5.3} & h_{5.4} & h_{5.5} \end{bmatrix}.$$ 

### Lines 10–34 for $q = 1$:
We briefly comment on the second pass through the $q$-loop of Algorithm 5. Lines 11–20 for $q = 1$ give the last columns, $v_6$ and $v_7$, of the matrix $V_7$. We then expand the decomposition (17) to obtain

$$AV_5 = V_5 H_{5.5}, \quad H_{5.5} = \begin{bmatrix} h_{1.1} & h_{1.2} & h_{1.3} & h_{1.4} & h_{1.5} \\ h_{2.1} & h_{2.2} & h_{2.3} & h_{2.4} & h_{2.5} \\ 0 & h_{3.2} & h_{3.3} & h_{3.4} & h_{3.5} \\ 0 & h_{4.2} & h_{4.3} & h_{4.4} & h_{4.5} \\ 0 & h_{5.2} & h_{5.3} & h_{5.4} & h_{5.5} \end{bmatrix}.$$ 

and finally arrive at

$$AV_7 = V_5 H_{5.7}, \quad H_{5.7} = \begin{bmatrix} h_{1.1} & h_{1.2} & h_{1.3} & h_{1.4} & h_{1.5} & h_{1.6} & h_{1.7} \\ h_{2.1} & h_{2.2} & h_{2.3} & h_{2.4} & h_{2.5} & h_{2.6} & h_{2.7} \\ 0 & h_{3.2} & h_{3.3} & h_{3.4} & h_{3.5} & h_{3.6} & h_{3.7} \\ 0 & h_{4.2} & h_{4.3} & h_{4.4} & h_{4.5} & h_{4.6} & h_{4.7} \\ 0 & h_{5.2} & h_{5.3} & h_{5.4} & h_{5.5} & h_{5.6} & h_{5.7} \\ 0 & 0 & 0 & 0 & h_{6.5} & h_{6.6} & h_{6.7} \\ 0 & 0 & 0 & 0 & h_{7.5} & h_{7.6} & h_{7.7} \\ 0 & 0 & 0 & 0 & h_{8.5} & h_{8.6} & h_{8.7} \end{bmatrix}.$$ 

It is straightforward to adapt Algorithm 5 to the situation when there is no pole at infinity. We may, for instance, replace matrix-vector product evaluations with $A$ by the solution of a system of equations with the matrix, say, $A - z_1 I$. In the computed examples, we will use an approach that is even simpler. Consider the situation when there are two finite poles $z_1$ and $z_2$, and no pole at infinity. We then make a change of variables that moves the pole $z_2$ to infinity, let $m = 2p + 1$, and execute the two loops “for $i = 1, 2$” only for $i = 1$. Consider

$$(A - z_2 I)^{-1} = ((A - z_1 I) - (z_2 - z_1)I)^{-1} = \frac{1}{z_1 - z_2} (A - z_1 I)^{-1} \left((A - z_1 I)^{-1} - \frac{1}{z_2 - z_1} I\right)^{-1}.$$
and let
\[ S = (A - z_1 I)^{-1} \]  
and \( \gamma = \frac{1}{z_2 - z_1} \). Then
\[ (A - z_2 I)^{-1} = (-\gamma)S(S - \gamma I)^{-1}. \]

This change of variables allows us to apply Algorithm 5 to the situation when the rational Krylov subspace is defined by two finite poles and no pole at infinity. Our code implements this extension of the algorithm for an arbitrary number of poles.

Algorithm 5 has to be modified when the shifts are not distinct. Thus, if \( z_{i+1} = z_i \) and all other shifts are different from \( z_i \), then line 13 of the algorithm should be \( w := (A - z_{i+1} I)^{-1}v_{k+1} \) in order to produce an orthonormal basis. We remark that while the modification of line 13 to \( w := (A - z_i I)^{-1}v_{k+i-1} \) would take care of this issue, this modification was found to sometimes give reduced accuracy due to considerable propagation of round-off errors in the columns of \( V_m \). It is therefore not implemented.

4. COMPUTED EXAMPLES

This section illustrates the performance of Algorithm 5 when applied to the approximation of matrix functions, the determination of a few selected eigenvalues, and the computation of pseudospectra. We compare this algorithm to Algorithms 2 and 3. All computations were carried out in MATLAB with about 15 significant decimal digits.\(^1\)

The reported results are obtained with reorthogonalization. We found Algorithm 2 for some examples, such as in the application to pseudospectrum computations reported in Subsection 4.3, to give very poor accuracy without reorthogonalization. The accuracy achieved with Algorithm 5 typically improved somewhat with reorthogonalization, but not dramatically so. In our experience reorthogonalization is more important for Algorithm 2 than for Algorithm 5. Nevertheless, to show the best possible performances of all algorithms, we carried out reorthogonalization in all examples.

4.1. Approximation of matrix functions

We would like to approximate expressions of the form (9) for \( A \in \mathbb{C}^{n \times n}, \ v \in \mathbb{C}^n \) a unit vector, and a function \( f \). Let \( H_{m,m} \in \mathbb{C}^{m \times m} \) be the leading submatrix of the matrix \( H_{m+1,m} \) in (12), where \( v_1 = v \). Then we obtain the approximation
\[ f(A)v \approx V_m f(H_{m,m})e_1, \]  
where \( e_1 = [1, 0, \ldots, 0]^T \) is the first axis vector. When all shifts \( z_i \) are infinite, the columns of the matrix \( V_m \) form an orthonormal basis for a standard Krylov subspace and the right-hand side of (20) is a polynomial approximation of the left-hand side. If some or all shifts are bounded, then the columns of \( V_m \) form an orthonormal basis for a rational Krylov subspace and the right-hand side of (20) is a rational approximation of the left-hand side, where the rational function has poles at the shifts \( z_i \). Rational approximants can give faster convergence and a smaller error than polynomial approximations when \( f \) has singularities close to the spectrum of \( A \) and the shifts are chosen at or close to these singularities, but also when \( f \) is an entire function; see [2, 3, 4, 11, 12, 17] for analyses and illustrations.

We construct a test matrix \( A \in \mathbb{C}^{1000 \times 1000} \) by introducing 4 clusters, each of which has 250 “random” points \( \lambda^{(k)}_{j} \in \mathbb{C}, k = 1, 2, 3, 4 \) and \( j = 1, 2, \ldots, 250 \), close to \( \pm 5 \pm 5i, i = \sqrt{-1} \). Define \( D_k = \text{diag}[\lambda^{(k)}_1, \ldots, \lambda^{(k)}_{250}] \) and compute \( A_k = U_k D_k U_k^T \) for \( k = 1, 2, 3, 4 \). Here \( U_k \) is a random orthogonal matrix in Hessenberg form. Finally, we form the block diagonal matrix \( A = \text{diag}[A_1, A_2, A_3, A_4] \) and set, for \( k = 1, 2, 3 \), the \((250k + 1, 250k)\)-entries of \( A \) to \( 1.5 \cdot 10^{-8} \) in order to couple the four diagonal blocks without significantly perturbing their eigenvalues.

\(^1\)MATLAB code used for the experiments is available from the authors upon request.
We compute approximations of functions $F(z) = f(zI - A)v$ with
\[ f(t) = \ln(t) \quad \text{or} \quad f(t) = t^{-1}, \quad (21) \]
and $v = [1, \ldots, 1]^T / \sqrt{n}$ by the multipole rational Arnoldi (MPRA) method (Algorithm 5), by Algorithms 2 and 3 described by Ruhe [21, 23], and by the standard Arnoldi method. Here $\ln(t)$ denotes the natural logarithm with a branch cut along the negative real axis. The MPRA method delivers approximations of the form $R_m(z) = V_m f(zI - H_{m,m})e_1$, while Algorithm 2 gives the approximation
\[ R_m(z) = V_m f((z - z_\ell)I - H_{m,m}^{-1})V_m^T v \quad (22) \]
(where $H_{m,m}$ differs from the matrix determined by the MPRA method), and Algorithm 3 yields the rational approximation $R_m(z) = V_m f(zI - N_{m,m})e_1$. We remark that the computations required for evaluating (22) are more demanding than those for the other methods. This is reflected by longer execution times, as is illustrated by Table I.
Figure 2. Relative errors in $\log_{10}$-scale for computed approximations of $F(z) = f(zI - A)v$ with $f(t) = t^{-1}$ measured using the Euclidean norm for MPRA, Algorithms 2 and 3, and the standard Arnoldi methods. The poles are displayed by stars. The MPRA method determined 37 eigenvalues (represented by dots) to satisfy the stopping criterion, Algorithm 2 computes 156 eigenvalues, Algorithm 3 determines 33 eigenvalues, and the standard Arnoldi method computes 270 eigenvalues. For this example, MPRA and Algorithm 3 perform about equally well, while the other methods require many more steps.

We measure the approximation error at the grid points (with $i = \sqrt{-1}$)

$$w_{j,k} = -10 - 10i + \frac{1}{2}(j + ki), \quad j, k = 0, 1, \ldots, 40.$$  

The shifts $z_j$ in the multipole methods are chosen in the interior of the convex hull of these grid points. Specifically, we let the shifts be equidistant points on the real interval $[-5, 5]$, i.e., $z_j = -5 + j, j = 0, 1, \ldots, 10$. This selection of shifts aims to produce fairly accurate approximations of eigenvalues of $A$ in the convex hull of the grid points and of associated eigenvectors.

Figures 1, 2, 3, and 4 display results for the four methods in our comparison. The computation with each method is terminated when two consecutive approximations $R_m$ and $R_{m-1}$ are sufficiently close. Specifically, we terminate the computations as soon as

$$\max_j \frac{\|R_m(\zeta_j) - R_{m-1}(\zeta_j)\|}{\|R_m(\zeta_j)\|} < \varepsilon$$  

(23)
Figure 3. Relative errors in $\log_{10}$-scale for computed approximations of $F(z) = f(zI - A)v$ with $f(t) = t^{-1}$ measured using the Euclidean norm for MPRA, Algorithms 2 and 3, and the standard Arnoldi method.

The graphs of Figure 2 are displayed here as 3D surfaces.

Table I. Number of iterations performed by the four algorithms in our comparison before satisfying the stopping criterion (23) in the experiments that produced the results reported in Figures 1, 2, 3, and 4. The numbers in parentheses denote execution times in seconds.

<table>
<thead>
<tr>
<th>$f(t)$</th>
<th>MPRA</th>
<th>Algorithm 2</th>
<th>Algorithm 3</th>
<th>standard Arnoldi</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ln(t)$</td>
<td>73 (5.5)</td>
<td>287 (373.3)</td>
<td>132 (9.8)</td>
<td>238 (269.4)</td>
</tr>
<tr>
<td>$t^{-1}$</td>
<td>37 (1.4)</td>
<td>156 (5.0)</td>
<td>33 (1.3)</td>
<td>270 (12.2)</td>
</tr>
</tbody>
</table>

at a set of prescribed points $\zeta_j, j = 0, 1, \ldots, 10$. We let $\zeta_j = z_j$, and $\varepsilon = 10^{-3}$. Table I show MPRA and Algorithm 3 to satisfy this stopping criterion after fewer steps than Algorithm 2 and standard Arnoldi for both functions (21). Moreover, the graphs of Figures 1 and 2 illustrate that MPRA and Algorithm 3 give higher accuracy in a vicinity of the selected poles than the other two methods.
Figure 4. Location of the eigenvalues of $A$ (circles) and of approximations of eigenvalues (dots) determined by MPRA, Algorithms 2 and 3, and the standard Arnoldi method. We applied these methods to approximate $F(z) = f(zI - A)v$ with $f(t) = \ln(t)$. MPRA determined 73 approximate eigenvalues, Algorithm 2 computed 287, Algorithm 3 determined 132, and standard Arnoldi determined 238 approximate eigenvalues.

Note the different distribution of the computed eigenvalues for the four methods.

We observe that for the function $f(t) = \ln(t)$ the convergence of the MPRA method is substantially faster than of Algorithm 3. Very similar results are obtained for $f(t) = \sqrt{t}$. We do not report the latter in order not to make this section too long. The results produced by Algorithm 2 are strongly influenced by the ordering of the poles. This is due to the fact that Algorithm 2 sweeps across the poles only once, while the other two multipole methods use the poles cyclically during the iterations.

To be able to better observe the rate of convergence of the three multipole methods, we applied them to a test matrix of smaller size $A \in \mathbb{C}^{400 \times 400}$ for the function $f(t) = \ln(t)$. For this size, we are able to evaluate $f(A)$ by the standard MATLAB function $\logm(\cdot)$ and determine the error at each iteration. Figure 5 reports the relative error versus the iteration number for each method. While MPRA and Algorithm 3 yield monotonic convergence, Algorithm 2 exhibits instability and slower convergence.

4.2. Approximation of eigenvalues

Let $\lambda = [\lambda_1, \ldots, \lambda_n]^T \in \mathbb{C}^n$ and define for each pole $z_j, \ j = 1, 2, \ldots, \ell$, the vector $\lambda^{[j]} = [\lambda_1^{[j]}, \ldots, \lambda_n^{[j]}]^T \in \mathbb{C}^n$, whose entries are those of $\lambda$ ordered according to increasing distance from
Figure 5. Relative error in the Euclidean norm measured at each iteration of MPRA, Algorithm 2, and Algorithm 3 when applied to the approximation of $F(z) = f(zI - A)v$ with $f(t) = \ln(t)$ and $A \in \mathbb{R}^{400 \times 400}$. MPRA determined 73 approximate eigenvalues, Algorithm 2 computed 171, and Algorithm 3 determined 110 approximate eigenvalues.

$\lambda_j$, i.e.,

$$|\lambda_1^j - z_j| \leq \cdots \leq |\lambda_n^j - z_j|.$$  

We define, similarly, $\mu \in \mathbb{C}^n$ and $\mu_j^T = [\mu_1^j, \ldots, \mu_n^j]^T \in \mathbb{C}^n$ for $j = 1, 2, \ldots, \ell$, and introduce for the vector pair $\{\lambda, \mu\}$ the distance function

$$E_{\bar{n}}(\lambda, \mu) = \max\{ |\lambda_1^j - \mu_1^j| : j = 1, \ldots, \ell, i = 1, \ldots, \bar{n} \} \quad \max\{ 1, |\lambda_1^j| : j = 1, \ldots, \ell, i = 1, \ldots, \bar{n} \}.$$  

(24)

To approximate the $\bar{n}$ eigenvalues closest to each pole, we apply Algorithm 5 and, at each iteration $m > \bar{n}$, we compute the eigenvalues $\lambda_1^{(m)}, \ldots, \lambda_{\bar{n}}^{(m)}$ of $H_{m,m}$. Figure 6 (a) shows a snapshot of the convergence of the MPRA method when applied to a $100 \times 100$ matrix with equispaced eigenvalues on the unit circle. The 4 poles, depicted by stars in the graph, are allocated equidistantly on a circle of radius 1.2. The circles show the computed eigenvalues after 31 iteration steps. Figure 6 (b) displays the result produced by Algorithm 2 after the same number of steps. The different behavior of the two methods is evident. The eigenvalues determined by the MPRA method cluster at all the four poles, with roughly the same number of eigenvalues in each cluster, while the eigenvalues determined by Algorithm 2 converge sequentially to each single pole.

Table II compares Algorithms 2 and 3 to the MPRA method for computing the eigenvalues of a $1000 \times 1000$ matrix of the kind described in Subsection 4.1. The standard formulation of the latter with a pole at infinity is applied, and so is a variant without a pole at infinity. This variant is described at the end of Section 3. Computations with the algorithms are terminated as soon as the convergence test $E_3(\lambda^{(m)}, \lambda^{(m-1)}) < 10^{-3}$ is satisfied; see (24). For Algorithm 2, this test is applied only to the subset of poles that have been used at that time. Each row of Table II shows average values for 10 random realizations of the matrix. The poles are the first 2, 4, or 8 elements, as specified in the second column of the table, of the set

$$\{8 + 5i, -5 + 8i, -8 - 5i, 5 - 8i, 5 + 8i, -8 + 5i, -5 - 8i, 8 - 5i\}.$$
Figure 6. Snapshot of the convergence of the MPRA method and Algorithm 2 after 31 steps. The matrix has 100 eigenvalues equispaced on the unit circle. The poles are depicted by stars, the computed eigenvalues by circles.

Table II. Comparison of MPRA and Algorithms 2 and 3 for computing the eigenvalues of a matrix of order \( n = 1000 \). The iterations are terminated as soon as 3 eigenvalues for each pole are determined with prescribed accuracy. Each row of the table reports the average of 10 random realizations of the test matrix.

<table>
<thead>
<tr>
<th>poles</th>
<th>k</th>
<th>time</th>
<th>residual error</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPRA</td>
<td>2</td>
<td>42</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>79</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>139</td>
<td>2.51</td>
</tr>
<tr>
<td>MPRA without a pole at infinity</td>
<td>2</td>
<td>26</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>63</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>128</td>
<td>2.44</td>
</tr>
<tr>
<td>Algorithm 2</td>
<td>2</td>
<td>25</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>51</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>92</td>
<td>1.97</td>
</tr>
<tr>
<td>Algorithm 3</td>
<td>2</td>
<td>28</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>59</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>125</td>
<td>1.96</td>
</tr>
</tbody>
</table>

The third column of Table II reports the dimension of the Krylov subspace required to satisfy the stopping criterion, the fourth column the computing time in seconds, and the fifth column the norm of the residual error of the factorization, that is \( \| AV_m - V_{m+1}H_{m+1,m} \| \) for MPRA (the matrix \( A \) is replaced by \( (A - z_1I)^{-1} \) when the node at infinity is removed), and \( \|(A - z_\ell I)^{-1}V_m - V_{m+1}H_{m+1,m} \| \) for Algorithm 2. The fact that the residual is close to machine precision ensures that the factorization process is numerically effective. The last column displays the approximation error measured by \( E_3(\lambda, \lambda^{(m)}) \), where the vector \( \lambda \) contains the exact eigenvalues. The table shows the standard formulation of MPRA with a pole at infinity to give the highest accuracy. Algorithm 2 requires somewhat shorter computing time than MPRA. Removing the pole at infinity in the MPRA method slightly reduces the size of the projected matrix at convergence without significantly degrading the accuracy.

4.3. Application to pseudospectrum computation

We consider the application of the MPRA method to the computation of \( \varepsilon \)-pseudospectra of large matrices, and compare this method to Algorithms 2 and 3. The \( \varepsilon \)-pseudospectrum of a matrix
$A \in \mathbb{C}^{n \times n}$, for fixed $\varepsilon > 0$, is the set
\[\Lambda_{\varepsilon}(A) := \{z \in \mathbb{C} : \sigma_{\text{min}}(A - zI) \leq \varepsilon\},\]
where $\sigma_{\text{min}}(M)$ denotes the smallest singular value of the matrix $M$. Thus, the spectrum of $A$ is a subset of $\Lambda_{\varepsilon}(A)$. An insightful discussion of properties and many applications of the $\varepsilon$-pseudospectrum are presented by Trefethen and Embree [27].

The computation of the $\varepsilon$-pseudospectrum for a large matrix is very expensive. Therefore Toh, Trefethen, and Wright [26, 28, 29] discuss how the standard Arnoldi process and ARPACK [18], which is based on this process, can be used to reduce the matrix $A$ to a small Hessenberg matrix $H$, and how an approximation of the $\varepsilon$-pseudospectrum of $A$ can be determined by computing the $\varepsilon$-pseudospectrum of $H$. This approach may require the evaluation of a large number of matrix-vector products with $A$ in order to be able to determine the $\varepsilon$-pseudospectrum of $A$ with desired accuracy in selected parts of the complex plane. It therefore may be expensive. We are interested in investigating the performance of the MPRA method for this application. Toh and Trefethen [26] discuss the application of the Arnoldi process to $A^{-1}$ and illustrate with an example that accurate $\varepsilon$-pseudospectra of $A$ can be determined around the origin. The MPRA methods allows us to choose poles in areas in the complex plane, where we would like to gain knowledge of the $\varepsilon$-pseudospectrum. We refer to these computations as partial pseudospectrum computations.

MPRA allows us to compute, to high accuracy, an invariant subspace of the matrix $A$ determined by eigenvalues in selected areas of the complex plane. The following result shows that such a subspace determines a subset of the pseudospectrum of $A$.

**Proposition 5**
Let the columns of the matrix $W \in \mathbb{C}^{n \times \ell}$ with $\ell \leq n$ form an orthonormal basis for an invariant subspace of the matrix $A \in \mathbb{C}^{n \times n}$. Then $AW = WM$ for some matrix $M \in \mathbb{R}^{\ell \times \ell}$ and
\[\Lambda_{\varepsilon}(M) \subseteq \Lambda_{\varepsilon}(A)\]
for any $\varepsilon \geq 0$.

**Proof**
The relation (25) follows from
\[\sigma_{\text{min}}(A - zI) \leq \sigma_{\text{min}}((A - zI)W) = \sigma_{\text{min}}(W(M - zI)) = \sigma_{\text{min}}(M - zI).\]

The following special case of the above proposition is of particular interest.

**Corollary 6**
Let $\lambda$ be an eigenvalue of $A$. The disk
\[D_{\varepsilon}(\lambda) = \{z \in \mathbb{C} : |z - \lambda| \leq \varepsilon\}\]
is a subset of $\Lambda_{\varepsilon}(A)$ for any $\varepsilon \geq 0$.

**Proof**
Let $w \in \mathbb{C}^{n}$ be an eigenvector of $A$ of unit length associated with the eigenvalue $\lambda$ and assume that $z \in D_{\varepsilon}(\lambda)$. Then we obtain similarly as in the proof of Proposition 5 that $\sigma_{\text{min}}(A - zI) \leq |z - \lambda|$ and the desired result follows.

We turn to the application of rational Arnoldi methods to the computation of pseudospectra of the matrix $A$ and compare the MPRA method to Algorithms 2 and 3. When a standard Arnoldi decomposition
\[AV_{m} = V_{m+1}H_{m+1,m}\]
is available, where the orthonormal columns of $V_{m+1}$ form a basis for the (standard) Krylov subspace $K_{m+1}(A, v) = \text{span}\{v, Av, \ldots, A^{m}v\}$ and $H_{m+1,m} \in \mathbb{C}^{(m+1) \times m}$ is an upper
Hessenberg matrix. Toh and Trefethen [26] drop the last row of $H_{m+1,m}$ to obtain the square matrix $H_{m,m} \in \mathbb{C}^{m \times m}$ and use the $\varepsilon$-pseudospectrum of $H_{m,m}$ as an approximation of the $\varepsilon$-pseudospectrum of $A$, or determine $\varepsilon$-pseudospectra of $H_{m+1,m}$; see also Wright and Trefethen [28] for discussions on the approximation of pseudospectra of a large matrix by applying ARPACK. The latter is an implementation of the implicitly restarted Arnoldi method described in [18].

We outline how decompositions determined by the MPRA method (Algorithm 5) can be applied to compute approximations of pseudospectra. Assume that the decomposition (18) is available. Then we compute the $\varepsilon$-pseudospectrum of $H_{8,7}$ as an approximation of the $\varepsilon$-pseudospectrum of $A$. The computed $\varepsilon$-pseudospectrum is a subset of the $\varepsilon$-pseudospectrum of $A$. The following result is analogous to Theorem 1 by Toh and Trefethen [26] for the standard Arnoldi decomposition.

**Proposition 7**

Application of $n$ steps of the rational Arnoldi process of Section 3 (Algorithm 5) to $A \in \mathbb{C}^{n \times n}$ gives a sequence of upper Hessenberg-like matrices $H^{(k)}$ until we obtain $H_{n,n} \in \mathbb{C}^{n \times n}$ provided that possible breakdowns are handled properly. The matrix $H^{(k)}$ has $k$ columns; the number of rows depends on the number of finite poles. In particular, we have $H^{(1)} = H_{2,1}$ in (14) and $H^{(n)} = H_{n,n}$.

Then

$$\Lambda_\varepsilon(H^{(1)}) \subset \Lambda_\varepsilon(H^{(2)}) \subset \cdots \subset \Lambda_\varepsilon(A).$$

(26)

**Proof**

If Algorithm 5 does not break down prematurely, then $n$ steps of the algorithm gives the decomposition

$$AV_n = V_n H_{n,n}$$

(27)

with $H_{n,n} \in \mathbb{C}^{n \times n}$ of upper Hessenberg-type and $V_n \in \mathbb{C}^{n \times n}$ unitary. If the algorithm breaks down at step $k$, then we restart the computations with an arbitrary unit vector that is orthogonal to the vectors $v_1, v_2, \ldots, v_k$ already computed. We therefore may assume that the decomposition (27) exists.

Since the matrices $H_{n,n}$ and $A$ are unitarily similar, they have the same singular values, and so do the matrices $A - zI$ and $H_{n,n} - zI$ for $z \in \mathbb{C}$. The smallest singular value of a matrix obtained by removing a row or column of a given matrix is larger than or equal to the smallest singular value of the original matrix. Therefore,

$$\sigma_{\min}(H^{(1)} - zI) \geq \sigma_{\min}(H^{(2)} - zI) \geq \cdots \geq \sigma_{\min}(H^{(n)} - zI),$$

(28)

where $I$ denotes a truncated identity matrix with ones on the diagonal, zeros everywhere else, and with the same number of rows and columns as the corresponding matrix $H^{(j)}$. The inclusions (26) now follow from (28).

Algorithm 5 assumes that one pole is at infinity. If we only are interested in pseudospectra near points in the finite complex plane, then we can use the transformation (19). This may make it possible to carry out fewer steps than when using an additional pole at infinity. For instance, when we have two finite poles and use the transformation (19) to move one of them to infinity, we have to transform the problem back before computing the $\varepsilon$-pseudospectrum. Specifically, we have, for some $m > 0$,

$$SV_m = V_{m+1} H_{m+1,m} \approx V_m H_{m,m}.$$

Substituting (19) into the left-hand side yields after some manipulations

$$AV_m \approx V_m (H_{m,m}^{-1} + z_1 I).$$

We therefore use the $\varepsilon$-pseudospectra of $H_{m,m}^{-1} + z_1 I$ as approximations of the $\varepsilon$-pseudospectra of $A$. Note that the pseudospectra of $H_{m,m}^{-1} + z_1 I$ are not related to pseudospectra of $A$ by inclusions of the kind (26).
Let

\[
A = \begin{bmatrix}
1 & 1 & 1 & 1 & 0 \\
-1 & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \ddots & \ddots & \ddots & \ddots \\
0 & \ddots & \ddots & \ddots & -1 \\
\end{bmatrix} \in \mathbb{R}^{400 \times 400}
\]

be a Grcar matrix. These matrices are banded nonsymmetric Toeplitz matrices with \(-1\) on the subdiagonal and \(1\) on the diagonal and three superdiagonals. We choose the finite complex poles \(\{ -1, 1 - 3i, 3, 1 + 3i \}\), where \(i = \sqrt{-1}\). Algorithm 5 is applied with the stopping criterion

\[
\frac{\max_j |P_m(\zeta_j) - P_{m-1}(\zeta_j)|}{\max_j |P_m(\zeta_j)|} < 10^{-3},
\]

where \(P_m(z) = \sigma_{\min}(H_{m+1,m} - zI_{m+1,m})\) gives approximations of pseudospectra of \(A\) at iteration \(m\). Here \(I_{m+1,m} \in \mathbb{C}^{(m+1) \times m}\) denotes the matrix obtained by removing the last column from the identity matrix of order \(m + 1\). The evaluation points \(\zeta_j\) are the complex numbers \(\{0, 1, 2, i, -i\}\).

Figure 7 shows the exact eigenvalues of \(A\), as computed by the \textit{eig} function of MATLAB, the poles, the approximation grid, as well as the function \(G(z) = -\log_{10} P(z)\) evaluated on the grid, where \(P(z)\) yields the exact pseudospectra of \(A\).

Figure 8 displays reciprocal pseudospectra computed by the MPRA and Algorithm 2 (top row) and the corresponding relative error

\[
\frac{|G(z) - G_m(z)|}{|G(z)|}
\]

(bottom row) on the grid, where \(G_m(z) = -\log_{10} P_m(z)\). The stopping criterion (29) was satisfied by MPRA after \(k = 321\) steps and by Algorithm 2 after \(k = 309\) steps.

Neither algorithm gives an accurate approximation close to the eigenvalues. This is somehow expected, as the stopping criterion (29) is checked at points at a reasonable distance from the eigenvalues. The error obtained when using MPRA is more symmetric and significantly smaller in parts of the complex plane than the error produced by Algorithm 2.

The approximation determined by Algorithm 2 turns out to be sensitive to the ordering of the poles. This is illustrated in Figure 9, which reports the error corresponding to three different permutations of the poles. Note that the error in the third graph is roughly equivalent to the error...
produced with MPRA method. This dependence of Algorithm 2 on the ordering of the poles makes it difficult to compare the algorithm with MPRA. Here we only note that it is not clear a priori which is the best pole ordering for Algorithm 2.

In this example, the rational Arnoldi approximations determined by Algorithm 3 proved to be extremely unstable. We show in Figure 10 approximations of pseudospectra computed for Grcar matrices of orders \( n = 80, 100, 120 \). In all cases, Algorithm 3 carried out the maximum number of iterations, that is, the factorizations (6) were computed for \( m = n \). The results can be seen to be meaningless for the larger \( n \)-values.
Our tests show that the MPRA method is promising for the computation of approximations of pseudospectra in selected parts of the complex plane. We believe that more work is required to obtain an effective and robust implementation. In particular, an adaptive strategy for the dynamic choice of the poles should be developed, in order to obtain high accuracy in the domain of interest without requiring excessive computation time.

5. CONCLUSION

A new implementation of the multipole rational Arnoldi method is described. Properties of the reduced matrix are investigated, and computed examples that compare this implementation to other schemes proposed by Ruhe are presented. The new implementation can give higher accuracy and is less sensitive to the ordering of the poles.
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