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#### Abstract

This paper is concerned with Krylov subspace methods based on the tensor t-product for computing certain quantities associated with generalized thirdorder tensor functions. We use the tensor t -product and define the tensor global Golub-Kahan bidiagonalization process for approximating tensor functions. Pairs of Gauss and Gauss-Radau quadrature rules are applied to determine the desired quantities with error bounds. An applications to the computation of the tensor nuclear norm is presented and illustrates the effectiveness of the proposed methods.
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## 1 Introduction

Matrix functions are required in many scientific fields. They appear, e.g., in exponential integrators in differential equations [19] and as centrality and communicability measures [9] in network analysis. For square matrices, matrix functions can be defined in terms of the spectral decomposition or the Jordan canonical form

[^0][18]. Generalized matrix functions of rectangular matrices were first proposed by Hawkins and Ben-Israel [17], who based these matrix functions on the singular value decomposition (SVD) or the compact singular value decomposition (CSVD) of the matrix. These generalized matrix functions find applications in Hamiltonian dynamical systems [6] and the analysis of directed networks [1].

Tensors are multidimensional arrays of data and generalize matrices. They have essential roles in, e.g., network analysis [4] and multidifferential equations [26]. Kilmer, Martin, and their collaborators [27,31] introduced the tensor t-product. It generalizes matrix-matrix and matrix-vector products to tensors and has many nice properties. The t-product has found applications in image processing [7,8,25, $31,34,35]$, signal processing [28,36], and data completion and denoising [ $2,10,16$, $22,30,38$ ]. Lund [29] defined tensor functions based on the t-product of third-order f -square tensors. The frontal slices of these tensors are square matrices and can be expressed in terms of their spectral factorization [29] or their Jordan canonical form [33]. Generalized functions of tensors, whose frontal slices are rectangular matrices, have been described by Miao et al. [32] in terms of the tensor singular value decomposition (t-SVD) and the tensor compact singular value decomposition (t-CSVD). These decompositions are based on the tensor t-product; the t-SVD has been proposed by Kilmer et al. [27].

Global Krylov subspace techniques for reducing large matrices to smaller matrices were first described in $[23,24]$ and were there applied to the solution of linear systems of equations with multiple right-hand sides. These subspace methods are block Krylov methods that use a non-standard inner product, referred to as a Frobenius inner product. The tensor t-global Arnoldi method for color image processing has been described in [7,34]. This paper introduces the tensor t-global Lanczos method, as well as the tensor t-global Golub-Kahan method for approximating generalized tensor functions. These methods are based on the tensor t-product. We describe how pairs of Gauss-type quadrature rules can be used in conjunction with the tensor t-global Lanczos and tensor t-global Golub-Kahan methods to compute upper and lower bounds (or estimates of such bounds) for expressions of the form

$$
\begin{equation*}
\operatorname{trace}_{(1)}\left(g\left(\mathcal{A}^{T} * \mathcal{A}\right)\right), \tag{1}
\end{equation*}
$$

where $\mathcal{A} \in \mathbb{R}^{m \times n \times p}$ is a third-order tensor, the superscript ${ }^{T}$ stands for transposition (see Definition 2 below), $g(t):=(\sqrt{t})^{-1} f(\sqrt{t})$, where the function $f$ is such that $g$ is well defined for $t \geq 0$, and $\operatorname{trace}_{(1)}(\mathcal{K}):=\sum_{i=1}^{s} K_{i i}^{(1)}$. Here $K_{i i}^{(1)}$ denotes the diagonal entries of the first frontal slice of the third-order tensor $\mathcal{K} \in \mathbb{R}^{s \times s \times p}$. The need to evaluate matrix functions of the form (1) arises, for instance, when computing tensor nuclear norms; see below.

For small tensors $\mathcal{A}$, we can evaluate (1) in a straightforward manner. When the tensor $\mathcal{A}$ is too large to make straightforward computation of (1) feasible or attractive, we determine upper and lower bound, or estimates of such bounds, by first applying a few steps of the t-global Golub-Kahan method to $\mathcal{A}$. This yields a small bidiagonal matrix, and multiplication by its transpose gives a small symmetric tridiagonal matrix, which can be associated with Gauss quadrature rules. These rules can be applied to determine upper and lower bounds for (1), or estimates of such bounds. The main computational effort when applying these rules
is the evaluation of a few tensor-matrix products that are required by the t-global Golub-Kahan algorithm. When the tensor $\mathcal{A}$ is symmetric, the t-global GolubKahan method can be replaced by the t-global Lanczos method. This reduces the computational work. The latter method also will be described.

This paper is organized a follows. Section 2 reviews definitions of the tensor t-product and some algebraic properties of third-order tensors. We also recall the definition of t -functions given by Lund [29] and the definition of generalized tensor functions introduced by Miao et al. [32] using the t-CSVD, and describe some of their properties. Section 3 introduces the tensor t-global Lanczos and the tensor t-Golub-Kahan methods. This section also discusses the computation of Gauss-type quadrature rules that can be used to bound or determine estimates of bounds of the expression (1). Numerical examples with applications to tensor nuclear norm computations are presented in Section 4, and Section 5 contains concluding remarks.

## 2 The tensor t-product

This section reviews the tensor t-product for third order tensors and some of its properties. This product was proposed by Kilmer and Martin [27]. It is generally evaluated with the aid of the Discrete Fourier Transformation (DFT). The beginning of this section reviews results in [27].

Let $v \in \mathbb{R}^{p}$. The DFT of $v$, denoted by $\bar{v}$, is given by

$$
\begin{equation*}
\bar{v}=F_{p} v \in \mathbb{C}^{p} \tag{2}
\end{equation*}
$$

where $F_{p}=\left[f_{i j}\right]_{i, j=0}^{p-1}$ is the DFT matrix with entries

$$
f_{i j}=\left[\omega_{p}^{i j}\right], \quad i, j=0,1, \ldots, p-1,
$$

and $\omega_{p}=\exp (-2 \pi \mathbf{i} / p)$ is the primitive $p$ th root of unity with $\mathbf{i}=\sqrt{-1}$. The Fast Fourier Transform (FFT) allows the evaluation of the matrix-vector product (2) in only $O\left(p \log _{2}(p)\right)$ arithmetic floating point operations (flops). Since $F_{p}^{-1}=$ $\frac{1}{p} F^{H}$, where the superscript ${ }^{H}$ denotes transposition and complex conjugation, the matrix-vector products $F_{p}^{-1} v$ also can be evaluated in $O\left(p \log _{2}(p)\right)$ flops. The FFT and its inverse are implemented in Matlab by the functions fft and ifft, respectively, i.e., $\bar{v}=\operatorname{fft}(v)$ and $v=\operatorname{ifft}(\bar{v})$.

Let $v \in \mathbb{R}^{p}$. It is well known that the entries of the vector

$$
\bar{v}=\left[\bar{v}_{1}, \bar{v}_{2}, \ldots, \bar{v}_{p}\right]=\operatorname{fft}(v)
$$

satisfy

$$
\bar{v}_{1} \in \mathbb{R}, \quad \text { and } \quad \operatorname{conj}\left(\bar{v}_{i}\right)=\bar{v}_{p-i+2}, \quad i=2, \ldots,\left\lfloor\frac{p+1}{2}\right\rfloor,
$$

where the operator conj complex conjugates its argument.

Let the third order tensor $\mathcal{A} \in \mathbb{R}^{m \times n \times p}$ have frontal slices $\mathcal{A}^{(k)} \in \mathbb{R}^{m \times n}$, $k=1,2, \ldots, p$. The operations bcirc, unfold, and fold are defined as

$$
\operatorname{bcirc}(\mathcal{A}):=\left[\begin{array}{ccccc}
\mathcal{A}^{(1)} & \mathcal{A}^{(p)} & \mathcal{A}^{(p-1)} & \ldots & \mathcal{A}^{(2)} \\
\mathcal{A}^{(2)} & \mathcal{A}^{(1)} & \mathcal{A}^{(p)} & \ldots & \mathcal{A}^{(3)} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\mathcal{A}^{(p)} & \mathcal{A}^{(p-1)} & \ldots & \mathcal{A}^{(2)} & \mathcal{A}^{(1)}
\end{array}\right], \quad \operatorname{unfold}(\mathcal{A})=\left[\begin{array}{c}
\mathcal{A}^{(1)} \\
\mathcal{A}^{(2)} \\
\vdots \\
\vdots \\
\mathcal{A}^{(p)}
\end{array}\right]
$$

and $\operatorname{fold}(\operatorname{unfold}(\mathcal{A})):=\mathcal{A}$. Block circular matrices can be block diagonalized by using the DFT [25]. In detail, for any third-order tensor $\mathcal{A} \in \mathbb{R}^{m \times n \times p}$, there is a block diagonal matrix such that

$$
\operatorname{bcirc}(\mathcal{A})=\left(F_{p}^{H} \otimes I_{m}\right)\left[\begin{array}{lllll}
A_{1} & & & \\
& A_{2} & & \\
& & \ddots & \\
& & & \\
& & & A_{p}
\end{array}\right]\left(F_{p} \otimes I_{n}\right),
$$

where $A_{1}, \ldots, A_{p} \in \mathbb{C}^{m \times n}$. The diagonal blocks $A_{i}$ satisfy

$$
\left\{\begin{array}{l}
A_{i} \in \mathbb{C}^{m \times n}, \\
\operatorname{conj}\left(A_{i}\right)=A_{p-i+2},
\end{array}\right.
$$

where $\operatorname{conj}\left(A_{i}\right)$ denotes the complex conjugate of the matrix $A_{i}$. Introduce the tensor $\overline{\mathcal{A}} \in \mathbb{C}^{m \times n \times p}$, whose frontal slices are the diagonal blocks $A_{1}, \ldots, A_{p}$, i.e.,

$$
\overline{\mathcal{A}}=\mathrm{fold}\left[\begin{array}{c}
A_{1} \\
A_{2} \\
\vdots \\
A_{p}
\end{array}\right] .
$$

The tensor $\overline{\mathcal{A}}$ can be computed by applying the FFT to tubes of the tensor $\mathcal{A}$. This can be done with the Matlab command

$$
\overline{\mathcal{A}}=\operatorname{fft}(\mathcal{A},[], 3) .
$$

Moreover, $\operatorname{ifft}(\overline{\mathcal{A}},[], 3)=\mathcal{A}$.
Definition 1 ([27]) Let $\mathcal{A} \in \mathbb{R}^{m \times n \times p}$ and $\mathcal{B} \in \mathbb{R}^{n \times s \times p}$ be third-order tensors. Then the t-product $\mathcal{A} * \mathcal{B} \in \mathbb{R}^{m \times s \times p}$ is given by

$$
\mathcal{A} * \mathcal{B}:=\operatorname{fold}(\operatorname{bcirc}(A) \operatorname{unfold}(B)) .
$$

We note that

$$
\operatorname{unfold}(\mathcal{A} * \mathcal{B})=\operatorname{bcirc}(A) \operatorname{unfold}(B) .
$$

Definition 2 ([25, 27, 29])

- The transpose of the tensor $\mathcal{A} \in \mathbb{R}^{m \times n \times p}$ is the tensor $\mathcal{A}^{T} \in \mathbb{R}^{n \times m \times p}$ obtained by transposing each of the frontal slices of $\mathcal{A}$ and then reversing the order of the transposed frontal slices 2 through $p$.

```
Algorithm 1 The t-product [21]
Input: \(\mathcal{A} \in \mathbb{R}^{m \times n \times p}\) and \(\mathcal{B} \in \mathbb{R}^{n \times \ell \times p}\).
    1. Compute \(\overline{\mathcal{A}}=\operatorname{fft}(\mathcal{A},[], 3)\) and \(\overline{\mathcal{B}}=\operatorname{fft}(\mathcal{B},[], 3)\).
    2. Compute each frontal slice of \(\overline{\mathcal{C}}\) by
```

$$
\bar{C}^{(i)}= \begin{cases}\bar{A}^{(i)} \bar{B}^{(i)}, & i=1, \cdots,\left\lceil\frac{p+1}{2}\right\rceil \\ \operatorname{conj}\left(\bar{C}^{(p-i+2)}\right), & i=\left\lceil\frac{p+1}{2}\right\rceil+1, \cdots, p\end{cases}
$$

3. Compute $\mathcal{C}=\operatorname{ifft}(\overline{\mathcal{C}},[], 3)$.

Output: $\mathcal{C}=\mathcal{A} * \mathcal{B} \in \mathbb{R}^{m \times \ell \times p}$.

- A tensor is said to be "f-diagonal" if each frontal slice is diagonal.
- A tensor $\mathcal{A} \in \mathbb{R}^{n \times n \times p}$ is said to be t-symmetric if $\mathcal{A}^{T}=\mathcal{A}$.
- The identity tensor $\mathcal{I}_{n n p} \in \mathbb{R}^{n \times n \times p}$ is the tensor, whose first frontal slice is the $n \times n$ identity matrix, and the other frontal slices are $n \times n$ zero matrices.
- A tensor $\mathcal{P} \in \mathbb{R}^{n \times n \times p}$ is said to be orthogonal if $\mathcal{P}^{T} * \mathcal{P}=\mathcal{P} * \mathcal{P}^{T}=\mathcal{I}_{n n p}$.
- A tensor $\mathcal{A} \in \mathbb{R}^{n \times n \times p}$ is said to be invertible, if there is a tensor $\mathcal{B} \in \mathbb{R}^{n \times n \times p}$ such that $\mathcal{A} * \mathcal{B}=I_{n n p}$ and $\mathcal{B} * \mathcal{A}=I_{n n p}$. In this case, we denote the inverse $\mathcal{B}$ by $\mathcal{A}^{-1}$. It is clear that $\mathcal{A}$ is invertible if and only if $\operatorname{bcirc}(\mathcal{A})$ is invertible.
- The inner product of the tensors $\mathcal{A}, \mathcal{B} \in \mathbb{R}^{n \times s \times p}$ is defined by

$$
\langle\mathcal{A}, \mathcal{B}\rangle:=\sum_{i_{1}=1}^{n} \sum_{i_{2}=1}^{s} \sum_{i_{3}=1}^{p} \mathcal{A}_{i_{1} i_{2} i_{3}} \mathcal{B}_{i_{1} i_{2} i_{3}}=\operatorname{trace}_{(1)}\left(\mathcal{A}^{T} * \mathcal{B}\right)
$$

where for $\mathcal{K} \in \mathbb{R}^{s \times s \times p}$,

$$
\operatorname{trace}_{(1)}(\mathcal{K}):=\sum_{i=1}^{s} K_{i i}^{(1)}
$$

and $K^{(1)}$ denotes the first frontal slice of $\mathcal{K}$.

- The Frobenius norm of $\mathcal{A} \in \mathbb{R}^{n \times s \times p}$ is given by

$$
\|\mathcal{A}\|_{F}:=\sqrt{\langle\mathcal{A}, \mathcal{A}\rangle}
$$

- The trace of $\mathcal{A} \in \mathbb{R}^{n \times s \times p}$ is defined by

$$
\operatorname{trace}(\mathcal{A}):=\operatorname{trace}(\operatorname{bcirc}(\mathcal{A}))
$$

- The trace of $\mathcal{A} \in \mathbb{R}^{n \times s \times p}$ can be computed in terms of $\operatorname{trace}_{(1)}(\mathcal{A})$ as

$$
\begin{equation*}
\operatorname{trace}(\mathcal{A}):=p \operatorname{trace}_{(1)}(\mathcal{A}) \tag{3}
\end{equation*}
$$

- The tensors $\left\{\mathcal{V}_{1}, \mathcal{V}_{2}, \ldots, \mathcal{V}_{m}\right\}$ with $\mathcal{V}_{i} \in \mathbb{R}^{n \times s \times p}$ are said to be F-orthonormal if

$$
\left\langle\mathcal{V}_{j}, \mathcal{V}_{k}\right\rangle=\left\{\begin{array}{l}
1 j=k \\
0 j \neq k
\end{array}\right.
$$

Definition 3 ([7]) Let the tensors

$$
\mathcal{M}=\left[\mathcal{M}_{1}, \mathcal{M}_{2}, \ldots, \mathcal{M}_{s}\right] \in \mathbb{R}^{n \times s k \times p} \quad \text { and } \quad \mathcal{N}=\left[\mathcal{N}_{1}, \mathcal{N}_{2}, \ldots, \mathcal{N}_{\ell}\right] \in \mathbb{R}^{n \times \ell k \times p}
$$

be partitioned into lateral slices $\mathcal{M}_{i}$ and $\mathcal{N}_{i}$ of size $n \times k \times p$, respectively. Then the $\diamond$-product of the tensors $\mathcal{M}$ and $\mathcal{N}$ is given by

$$
\mathcal{M}^{T} \diamond \mathcal{N}=\left[\left\langle\mathcal{N}_{j}, \mathcal{M}_{i}\right\rangle\right]_{i=1,2, \ldots, s}^{j=1,2, \ldots, \ell} \in \mathbb{R}^{s \times \ell}
$$

Let $\mathcal{A}, \mathcal{B} \in \mathbb{R}^{n \times n \times p}$, and let the function $f$ be such that the matrix $f(\operatorname{bcirc}(\mathcal{A}))$ is well defined. Then Lund [29] introduced the tensor t -function

$$
f(\mathcal{A}) * \mathcal{B}:=\operatorname{fold}[f(\operatorname{bcirc}(\mathcal{A})) \operatorname{unfold}(\mathcal{B})] .
$$

### 2.1 Generalized tensor functions by the tSVD

Generalized matrix functions of a matrix $A \in \mathbb{R}^{m \times n}$ with $m \neq n$ are described, e.g., by Ben-Israel and Greville [3]. They are based on the compact singular value decomposition (CSVD),

$$
\begin{equation*}
A=U_{r} \Sigma_{r} V_{r}^{T} \tag{4}
\end{equation*}
$$

where $r \leq \min \{m, n\}$ is the rank of $A$. Here the matrices $U_{r} \in \mathbb{R}^{m \times r}$ and $V_{r} \in \mathbb{R}^{n \times r}$ have orthonormal columns, and the nontrivial entries of the diagonal matrix $\Sigma_{r}=$ $\operatorname{diag}\left[\sigma_{1}, \sigma_{2}, \ldots, \sigma_{r}\right] \in \mathbb{R}^{r \times r}$ are the nonvanishing singular values of $A$. Typically, the singular values are ordered in nonincreasing order, $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{r}>0$; see, e.g., [14] for details on the CSVD.

Let the function $f: \mathbb{R} \rightarrow \mathbb{R}$ be defined on the positive real axis. The generalized matrix function determined by $f$ and (4) is given by

$$
\begin{equation*}
f^{g e n}(A)=U_{r} f\left(\Sigma_{r}\right) V_{r}^{T}, \quad f\left(\Sigma_{r}\right)=\operatorname{diag}\left[f\left(\sigma_{1}\right), f\left(\sigma_{2}\right), \ldots, f\left(\sigma_{r}\right)\right] \tag{5}
\end{equation*}
$$

Lemma 1 Let $A \in \mathbb{R}^{m \times n}$, and let $f^{g e n}: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{m \times n}$ be the generalized matrix function (5). Then

1. $\left[f^{g e n}(A)\right]^{T}=f^{g e n}\left(A^{T}\right)$,
2. Let the matrices $X \in \mathbb{R}^{m \times m}$ and $Y \in \mathbb{R}^{n \times n}$ be orthogonal. Then $f^{\text {gen }}(X A Y)=$ $X f^{g e n}(A) Y$.
3. $f^{g e n}(A)=f\left(\sqrt{A A^{T}}\right)\left(\sqrt{A A^{T}}\right)^{\dagger} A=A\left(\sqrt{A^{T} A}\right)^{\dagger} f\left(\sqrt{A^{T} A}\right)$,
where $M^{\dagger}$ is the Moore-Penrose pseudoinverse of $M$.
Proof The first two properties are shown by Arrigo et al. [1], the last one by BenIsrael and Greville [3].

The analogue of formula (5) for tensors recently was introduced by Miao et al. [32]. To define these functions, we require the t-CSVD decomposition of a rectangular tensor.
Lemma 2 ([21]) The tensor $A \in \mathbb{R}^{m \times n \times p}$ can be factored as

$$
\begin{equation*}
\mathcal{A}=\mathcal{U}_{r} * \mathcal{S}_{r} * \mathcal{Q}_{r}^{T} \tag{6}
\end{equation*}
$$

where $\mathcal{U}_{r} \in \mathbb{R}^{m \times r \times p}$ and $\mathcal{Q}_{r} \in \mathbb{R}^{n \times r \times p}$ are orthogonal tensors, and $\mathcal{S}_{r} \in \mathbb{R}^{r \times r \times p}$ is an $f$-diagonal tensor. The parameter $r=\max \left\{r_{1}, r_{2}, \ldots r_{p}\right\}$, where $r_{j}=\operatorname{rank}\left(\Sigma_{j}\right)$ denotes the tubal-rank of $\mathcal{A}$ based on the t-product.

The block circulant matrices $\operatorname{bcirc}\left(\mathcal{Q}_{r}\right), \operatorname{bcirc}\left(\mathcal{S}_{r}\right)$, and $\operatorname{bcirc}\left(\mathcal{U}_{r}\right)$ can be block diagonalized by the FFT as follows:
$\operatorname{bcirc}\left(\mathcal{Q}_{r}\right)=\left(F_{p}^{H} \otimes I_{n}\right)\left[\begin{array}{llll}Q_{1} & & & \\ & Q_{2} & & \\ & & \ddots & \\ & & & Q_{p}\end{array}\right]\left(F_{p} \otimes I_{r}\right)$, where $\left[\begin{array}{llll}Q_{1} & & & \\ & Q_{2} & & \\ & & \ddots & \\ & & & \\ & & & \\ & & & Q_{p}\end{array}\right]=\operatorname{bdiag}\left(\mathrm{fft}\left(\mathcal{Q}_{r},[], 3\right)\right)$,
$\operatorname{bcirc}\left(\mathcal{S}_{r}\right)=\left(F_{p}^{H} \otimes I_{r}\right)\left[\begin{array}{ccccc}\Sigma_{1} & & & & \\ & \Sigma_{2} & & & \\ & & \ddots & \\ & & & \Sigma_{p}\end{array}\right]\left(F_{p} \otimes I_{r}\right)$, where $\left[\begin{array}{lllll}\Sigma_{1} & & & \\ & \Sigma_{2} & & \\ & & & \ddots & \\ & & & & \\ & & & & \Sigma_{p}\end{array}\right]=\operatorname{bdiag}\left(\mathrm{fft}\left(\mathcal{S}_{r},[], 3\right)\right)$,
and
$\operatorname{bcirc}\left(\mathcal{U}_{r}\right)=\left(F_{p}^{H} \otimes I_{m}\right)\left[\begin{array}{ccccc}U_{1} & & & & \\ & U_{2} & & \\ & & \ddots & \\ & & & U_{p}\end{array}\right]\left(F_{p} \otimes I_{r}\right)$, where $\left[\begin{array}{lllll}U_{1} & & & \\ & U_{2} & & \\ & & \ddots & \\ & & & & \\ & & & & \\ & & & & \end{array}\right]=\operatorname{bdiag}\left(\mathrm{fft}\left(\mathcal{U}_{r},[], 3\right)\right)$,
with $\Sigma_{j} \in \mathbb{R}^{r \times r}, U_{j} \in \mathbb{R}^{m \times r}$, and $Q_{j} \in \mathbb{R}^{n \times r}$, for $j=1,2, \ldots, p$. Here the function bdiag applied to a tensor $\mathcal{D} \in \mathbb{R}^{m \times n \times p}$ gives a block diagonal matrix, whose diagonal blocks are the frontal slices $\mathcal{D}^{(i)}, i=1,2, \ldots, p$, of $\mathcal{D}$, i.e.,

$$
\operatorname{bdiag}(\mathcal{D})=\left[\begin{array}{llll}
D^{(1)} & & & \\
& D^{(2)} & & \\
& & \ddots & \\
& & & D^{(p)}
\end{array}\right]
$$

Let the $\sigma_{i}^{(j)} \in \mathbb{R}$ be the diagonal entries of the matrix $\Sigma_{j}$, ordered so that $\sigma_{1} \geq \sigma_{2}, \geq \ldots \geq \sigma_{p} \geq 0$, and let $q_{i}^{(j)}$ denote the $i$ th column of the matrix $Q_{j}$, i.e.,

$$
\begin{align*}
\Sigma_{j} & =\operatorname{diag}\left[\sigma_{1}^{(j)}, \sigma_{2}^{(j)}, \ldots, \sigma_{r}^{(j)}\right]  \tag{9}\\
Q_{j} & =\left[q_{1}^{(j)}, q_{2}^{(j)}, \ldots, q_{r}^{(j)}\right]
\end{align*}
$$

We may have $\sigma_{i}^{(j)}=0$ for some $i$ and $j$, since $r=\max \left\{r_{1}, r_{2}, \ldots, r_{p}\right\}$.
Consider the matrix $A \in \mathbb{R}^{m \times n}$. The square root of the positive eigenvalues of the matrix $A^{T} A \in \mathbb{R}^{n \times n}$ are the nonvanishing singular values of $A$. This result extends to tensors. According to (6), the tensor $\mathcal{A}^{T} * \mathcal{A}$ has the spectral decomposition

$$
\begin{equation*}
\mathcal{A}^{T} * \mathcal{A}=\mathcal{Q}_{r} *\left(\mathcal{S}_{r}^{T} * \mathcal{S}_{r}\right) * \mathcal{Q}_{r}^{T} . \tag{10}
\end{equation*}
$$

Thus, the set of t-eigenvalues of $\mathcal{A}^{T} * \mathcal{A}$ can be defined as the set of eigenvalues of $\operatorname{bcirc}\left(\mathcal{S}_{r}^{T} * \mathcal{S}_{r}\right)$, where

$$
\operatorname{spec}\left(\operatorname{bcirc}\left(\mathcal{S}_{r}^{T} * \mathcal{S}_{r}\right)\right)=\left\{\left(\sigma_{i}^{(j)}\right)^{2}, \quad 1 \leq j \leq p, \quad 1 \leq i \leq r\right\}
$$

Here the operator spec extracts the spectrum of the matrix. The quantities $\sigma_{i}^{(j)}$ are the t-singular values of the tensor $\mathcal{A}$. We are now in a position to describe the generalized tensor function defined by Miao et al. [32].

Proposition 1 ([32]) Let the third-order tensor $\mathcal{A} \in \mathbb{R}^{m \times n \times p}$ have the factorization (6), and let the function $f: \mathbb{R} \rightarrow \mathbb{R}$ be defined on the nonnegative real axis. Introduce the function $f^{g e n}: \mathbb{R}^{m \times n \times p} \rightarrow \mathbb{R}^{m \times n \times p}$ by

$$
\begin{equation*}
f^{g e n}(\mathcal{A})=\mathcal{U}_{r} * \widetilde{f}\left(\mathcal{S}_{r}\right) * \mathcal{Q}_{r}^{T} \tag{11}
\end{equation*}
$$

where

$$
\widetilde{f}\left(\mathcal{S}_{r}\right)=\operatorname{bcirc}^{-1}\left(\left(F_{p}^{H} \otimes I_{r}\right)\left[\begin{array}{llll}
\tilde{f}\left(\Sigma_{1}\right) & & &  \tag{12}\\
& \widetilde{f}\left(\Sigma_{2}\right) & & \\
& & \ddots & \\
& & & \widetilde{f}\left(\Sigma_{p}\right)
\end{array}\right]\left(F_{p} \otimes I_{r}\right)\right)
$$

and
$\tilde{f}\left(\Sigma_{i}\right)=f\left(\sqrt{\Sigma_{i} \Sigma_{i}^{T}}\right)\left(\sqrt{\Sigma_{i} \Sigma_{i}^{T}}\right)^{\dagger} \Sigma_{i}=\Sigma_{i}\left(\sqrt{\Sigma_{i}^{T} \Sigma_{i}}\right)^{\dagger} f\left(\sqrt{\Sigma_{i}^{T} \Sigma_{i}}\right), \quad i=1,2, \ldots, p$.
The matrices $\Sigma_{i} \in \mathbb{R}^{r \times r}$ are defined by (8), and $M^{\dagger}$ denotes the Moore-Penrose pseudoinverse of the matrix $M$.

Lemma 3 ([32]) Consider the third-order tensor $\mathcal{A} \in \mathbb{R}^{m \times n \times p}$, let $f: \mathbb{R} \rightarrow \mathbb{R}$, and let $f^{g e n}: \mathbb{R}^{m \times n \times p} \rightarrow \mathbb{R}^{m \times n \times p}$ be the corresponding generalized function for third-order tensors. Then

1. $\left[f^{g e n}(\mathcal{A})\right]^{T}=\left[f^{g e n}\left(\mathcal{A}^{T}\right)\right]$.
2. Let $\mathcal{P} \in \mathbb{R}^{m \times m \times p}$ and $\mathcal{Q} \in \mathbb{R}^{n \times n \times p}$ be orthogonal tensors. Then $f^{\text {gen }}(\mathcal{P} * \mathcal{A} * \mathcal{Q})=$ $\mathcal{P} * f^{g e n}(\mathcal{A}) * \mathcal{Q}$.
3. $f^{g e n}(\mathcal{A})=f\left(\sqrt{\mathcal{A} * \mathcal{A}^{T}}\right) *\left(\sqrt{\mathcal{A} * \mathcal{A}^{T}}\right)^{\dagger} * \mathcal{A}=\mathcal{A} *\left(\sqrt{\mathcal{A}^{T} * \mathcal{A}}\right)^{\dagger} * f\left(\sqrt{\mathcal{A}^{T} * \mathcal{A}}\right)$.

## 3 Approximation of $\operatorname{trace}_{(1)}\left(\mathcal{W}^{T} * f^{g e n}(\mathcal{A}) * \mathcal{V}\right)$

The evaluation of generalized tensor functions (11) requires the tensor singular value decomposition (6). However, when $m, n$, and $p$ are large, the computation of this decomposition may be unfeasible or unattractive due to the large computational burden. Fortunately, many applications do not require the evaluation of the whole tensor function $f^{g e n}(\mathcal{A})$. Instead, it may suffice to determine an estimate of quantities of the form

$$
\begin{equation*}
\mathbb{I}(f):=\operatorname{trace}_{(1)}\left(\mathcal{W}^{T} * f^{g e n}(\mathcal{A}) * \mathcal{V}\right) \tag{13}
\end{equation*}
$$

where $\mathcal{W} \in \mathbb{R}^{m \times s \times p}$ and $\mathcal{V} \in \mathbb{R}^{n \times s \times p}$, with $s \ll \min \{m, n\}$.
According to the third equation of Lemma 3, the expression (13) can be written as bilinear forms involving functions of the tensors $\mathcal{A} * \mathcal{A}^{T}$ and $\mathcal{A}^{T} * \mathcal{A}$. We have

$$
\begin{align*}
\operatorname{trace}_{(1)}\left(\mathcal{W}^{T} * f^{g e n}(\mathcal{A}) * \mathcal{V}\right) & =\operatorname{trace}_{(1)}\left(\widetilde{\mathcal{W}}^{T} * g\left(\mathcal{A}^{T} * \mathcal{A}\right) * \mathcal{V}\right)  \tag{14}\\
& =\operatorname{trace}_{(1)}\left(\mathcal{W} * g\left(\mathcal{A} * \mathcal{A}^{T}\right) * \widetilde{\mathcal{V}}\right) \tag{15}
\end{align*}
$$

where $\widetilde{\mathcal{V}}=\mathcal{A} * \mathcal{V}, \widetilde{\mathcal{W}}=\mathcal{A}^{T} * \mathcal{W}$, and $g(t)=(\sqrt{t})^{-1} f(\sqrt{t})$.
We will focus on the expression in the right-hand side of (14); the discussion for the expression (15) proceeds similarly. First, note that if $\overline{\mathcal{W}} \neq \mathcal{V}$, then we can use the polarization identity, see, e.g., [11,15],

$$
\begin{aligned}
\operatorname{trace}_{(1)}\left(\widetilde{\mathcal{W}}^{T} * g\left(\mathcal{A}^{T} * \mathcal{A}\right) * \mathcal{V}\right) & =\frac{1}{4}\left[\operatorname{trace}_{(1)}\left((\widetilde{\mathcal{W}}+\mathcal{V})^{T} *\left(g\left(\mathcal{A}^{T} * \mathcal{A}\right) *(\widetilde{\mathcal{W}}+\mathcal{V})\right)\right)\right. \\
& \left.-\operatorname{trace}_{(1)}\left((\widetilde{\mathcal{W}}-\mathcal{V})^{T} *\left(g\left(\mathcal{A}^{T} * \mathcal{A}\right) *(\widetilde{\mathcal{W}}-\mathcal{V})\right)\right)\right]
\end{aligned}
$$

and therefore limit ourselves to compute approximations in the case when $\widetilde{\mathcal{W}}=\mathcal{V}$. Thus, it suffices to compute approximations of expressions of the form

$$
\begin{equation*}
I_{s}(g):=\operatorname{trace}_{(1)}\left(\mathcal{V}^{T} *\left(g\left(\mathcal{A}^{T} * \mathcal{A}\right) * \mathcal{V}\right)\right) \tag{16}
\end{equation*}
$$

where $\mathcal{A} \in \mathbb{R}^{n \times n \times p}, \mathcal{V} \in \mathbb{R}^{n \times s \times p}$, and $g\left(\mathcal{A}^{T} * \mathcal{A}\right)=\left(\sqrt{\mathcal{A}^{T} * \mathcal{A}}\right)^{\dagger} * f\left(\sqrt{\mathcal{A}^{T} * \mathcal{A}}\right)$. To this end, we express (16) as a Riemann-Stieltjes integral by using the spectral factorization of $\mathcal{A}^{T} * \mathcal{A}$.

Proposition 2 Let the $\sigma_{i}^{(j)}$ be $t$-singular values of $\mathcal{A}$ and let the vectors $q_{i}^{(j)} \in \mathbb{R}^{n}$ be defined by (9). The matrix $V_{j}$ denotes the $j$ th frontal slice of the discrete Fourier transformation of $\mathcal{V}$. Let the function $f: \mathbb{R} \rightarrow \mathbb{R}$ satisfy $f(0)=0$. Then the expression (16) can be written as the Riemann-Stieltjes integral

$$
\begin{equation*}
I_{s}(g)=\sum_{j=1}^{p} \sum_{i=1}^{r} \frac{f\left(\sigma_{i}^{(j)}\right)}{\sigma_{i}^{(j)}} \operatorname{trace}_{(1)}\left(\widetilde{V}_{i}^{(j)}\right)=\int_{\sigma_{\text {min }}^{2}}^{\sigma_{\text {max }}^{2}} g(t) d \alpha(t), \tag{17}
\end{equation*}
$$

where
$r=\max \left(\operatorname{rank}\left(\Sigma_{j}\right)\right), \quad \sigma_{\max }=\max _{1 \leq i \leq r}\left\{\sigma_{i}^{(j)}\right\}, \quad \sigma_{\min }=\min _{1 \leq i \leq r}\left\{\sigma_{i}^{(j)}\right\}, \quad j=1,2, \ldots p$,
and

$$
\operatorname{bcirc}\left(\widetilde{V}_{i}^{(j)}\right)=\left(F_{p}^{H} \otimes I_{s}\right)\left(E_{j} V_{j}^{T} q_{i}^{(j)} q_{i}^{(j), T} V_{j} E_{j}^{T}\right)\left(F_{p} \otimes I_{s}\right) .
$$

The matrix $E_{j} \in \mathbb{R}^{p s \times s}$ is made up of the columns $(j-1) p+1,(j-1) p+2, \ldots, j p$ of the identity matrix $I_{p s} \in \mathbb{R}^{p s \times p s}$ and $\alpha(\lambda)$ is a nondecreasing piece-wise constant function with possible discontinuities at the positive eigenvalues $\left(\sigma_{i}^{(j)}\right)^{2}$ of $\operatorname{bcirc}\left(\mathcal{A}^{T} * \mathcal{A}\right) ; d \alpha(\lambda)$ is the associated measure.

Proof It follows from (10) that

$$
\mathcal{A}^{T} * \mathcal{A}=\mathcal{Q}_{r} *\left(\mathcal{S}_{r}^{T} * \mathcal{S}_{r}\right) * \mathcal{Q}_{r}^{T} .
$$

By the definition (11) of generalized tensor functions, we obtain

$$
\mathcal{V}^{T} * g\left(\mathcal{A}^{T} * \mathcal{A}\right) * \mathcal{V}=\mathcal{V}^{T} * \mathcal{Q}_{r} * g\left(\mathcal{S}_{r}^{T} * \mathcal{S}_{r}\right) * \mathcal{Q}_{r}^{T} * \mathcal{V}
$$

Moreover,

$$
\operatorname{bcirc}(\mathcal{V})=\left(F_{p}^{H} \otimes I_{n}\right)\left[\begin{array}{lllll}
V_{1} & & &  \tag{18}\\
& V_{2} & & \\
& & \ddots & \\
& & & \\
& & & V_{p}
\end{array}\right]\left(F_{p} \otimes I_{s}\right) .
$$

Using (7), (18), and the orthogonality of the matrix $F_{p}$, we get
$\operatorname{bcirc}\left(\mathcal{V}^{T} * \mathcal{Q}_{r}\right)=\operatorname{bcirc}(\mathcal{V})^{T} \operatorname{bcirc}\left(\mathcal{Q}_{r}\right)=\left(F_{p}^{H} \otimes I_{s}\right)\left[\begin{array}{lllll}V_{1}^{T} Q_{1} & & & & \\ & V_{2}^{T} & Q_{2} & & \\ & & & \ddots & \\ & & & & \\ & & & & V_{p}^{T} Q_{p}\end{array}\right]\left(F_{p} \otimes I_{s}\right)$.

It follows from (12) that the matrix $\operatorname{bcirc}\left(g\left(\mathcal{S}_{r}^{T} * \mathcal{S}_{r}\right)\right) \in \mathbb{C}^{r p \times r p}$ can be written as

$$
\operatorname{bcirc}\left(g\left(\mathcal{S}_{r}^{T} * \mathcal{S}_{r}\right)\right)=\left(F_{p}^{H} \otimes I_{r}\right)\left[\begin{array}{llll}
g\left(\Sigma_{1}^{T} \Sigma_{1}\right) & & & \\
& g\left(\Sigma_{2}^{T} \Sigma_{2}\right) & & \\
& & \ddots & \\
& & & g\left(\Sigma_{p}^{T} \Sigma_{p}\right)
\end{array}\right]\left(F_{p} \otimes I_{r}\right)
$$

Using the above relations, we obtain

$$
\begin{aligned}
\operatorname{bcirc}\left(\mathcal{V}^{T} * g\left(\mathcal{A}^{T} * \mathcal{A}\right) * \mathcal{V}\right) & =\operatorname{bcirc}\left(\mathcal{V}^{T} * \mathcal{Q}_{r} * g\left(\mathcal{S}_{r}^{T} * \mathcal{S}_{r}\right) * \mathcal{Q}_{r}^{T} * \mathcal{V}\right) \\
& =\operatorname{bcirc}\left(\mathcal{V}^{T} * \mathcal{Q}_{r}\right) \operatorname{bcirc}\left(g\left(\mathcal{S}_{r}^{T} * \mathcal{S}_{r}\right)\right) \operatorname{bcirc}\left(\mathcal{Q}_{r}^{T} * \mathcal{V}\right) \\
= & \left(F_{p}^{H} \otimes I_{s}\right)\left[\begin{array}{ccc}
V_{1}^{T} Q_{1} g\left(\Sigma_{1}^{T} \Sigma_{1}\right) Q_{1}^{T} V_{1} & \\
\ddots & \ddots & \\
& & \ddots \\
& & V_{p}^{T} Q_{p} g\left(\Sigma_{p}^{T} \Sigma_{p}\right) Q_{p}^{T} V_{p}
\end{array}\right]\left(F_{p} \otimes I_{s}\right) .
\end{aligned}
$$

Since $f(0)=0$, we have

$$
V_{j}^{T} Q_{j} g\left(\Sigma_{j}^{T} \Sigma_{j}\right) Q_{j}^{T} V_{j}=\sum_{i=1}^{r} \frac{f\left(\sigma_{i}^{(j)}\right)}{\sigma_{i}^{(j)}} V_{j}^{T} q_{i}^{(j)} q_{i}^{(j), T} V_{j}, \quad \text { for } j=1,2, \ldots, p
$$

It follows that
$\operatorname{bcirc}\left(\mathcal{V}^{T} * g\left(\mathcal{A}^{T} * \mathcal{A}\right) * \mathcal{V}\right)=\left(F_{p}^{H} \otimes I_{s}\right)\left[\begin{array}{llll}\sum_{i=1}^{r} \frac{f\left(\sigma_{i}^{(1)}\right)}{\sigma_{i}^{(1)}} V_{1}^{T} q_{i}^{(1)} q_{i}^{(1), T} V_{1} & & \\ & \ddots & & \\ & & \ddots & \\ & & & \sum_{i=1}^{r} \frac{f\left(\sigma_{i}^{(p)}\right)}{\sigma_{i}^{(p)}} V_{p}^{T} q_{i}^{(p)} q_{i}^{(p), T} V_{p}\end{array}\right]\left(F_{p} \otimes I_{s}\right)$.
The above equation can be written as

$$
\begin{aligned}
\operatorname{bcirc}\left(\mathcal{V}^{T} * g\left(\mathcal{A}^{T} * \mathcal{A}\right) * \mathcal{V}\right) & =\sum_{j=1}^{p} \sum_{i=1}^{r} \frac{f\left(\sigma_{i}^{(j)}\right)}{\sigma_{i}^{(j)}}\left(F_{p}^{H} \otimes I_{s}\right) E_{j} V_{j}^{T} q_{i}^{(j)} q_{i}^{(j), T} V_{j} E_{j}^{T}\left(F_{p} \otimes I_{s}\right) \\
& =\sum_{j=1}^{p} \sum_{i=1}^{r} \frac{f\left(\sigma_{i}^{(j)}\right)}{\sigma_{i}^{(j)}} \mathrm{bcirc}\left(\widetilde{V}_{i}^{(j)}\right) .
\end{aligned}
$$

Using the linearity of the operator bcirc ${ }^{-1}$, we obtain

$$
\mathcal{V}^{T} * g\left(\mathcal{A}^{T} * \mathcal{A}\right) * \mathcal{V}=\sum_{j=1}^{p} \sum_{i=1}^{r} \frac{f\left(\sigma_{i}^{(j)}\right)}{\sigma_{i}^{(j)}} \widetilde{V}_{i}^{(j)}
$$

Finally, we get

$$
\operatorname{trace}_{(1)}\left(\mathcal{V}^{T} * g\left(\mathcal{A}^{T} * \mathcal{A}\right) * \mathcal{V}\right)=\sum_{j=1}^{p} \sum_{i=1}^{r} \frac{f\left(\sigma_{i}^{(j)}\right)}{\sigma_{i}^{(j)}} \operatorname{trace}_{(1)}\left(\widetilde{V}_{i}^{(j)}\right)=\int_{\sigma_{\text {min }}^{2}}^{\sigma_{\text {max }}^{2}} g(t) d \alpha(t)
$$

We remark that the condition $f(0)=0$ in Proposition 2 is required only when some singular values $\sigma_{i}^{(j)}$ vanish. The following subsections describe two approaches to approximate generalized tensor functions.
3.1 The tensor t-global Lanczos method and Gauss quadrature

Let $\mathscr{A}$ be a large symmetric tensor. We describe the tensor t-global Lanczos method for generating an orthonormal basis for the tensor global Krylov subspace $\mathcal{K}_{m}^{g}(\mathscr{A}, \mathcal{V})$. In the computed examples reported in Section 4, we let $\mathscr{A}=$ $\mathcal{A}^{T} * \mathcal{A} \in \mathbb{R}^{n \times n \times p}$, where $\mathcal{A} \in \mathbb{R}^{m \times n \times p}$, but the method can be applied to reduce an arbitrary large symmetric tensor to a small symmetric tensor.

The tensor t-global Lanczos method is a special case of the t-global Arnoldi method, which was introduced in [7]. The latter method is designed to determine an F -orthonormal basis for a t-global Krylov subspace when $\mathcal{A} \in \mathbb{R}^{n \times n \times p}$ is a nonsymmetric tensor. The generation of a new element $\mathcal{V}_{j+1}$ of the F-orthonormal basis by the t-global Arnoldi method requires explicit orthogonalization against all already available basis elements, say $\mathcal{V}_{1}, \mathcal{V}_{2}, \ldots, \mathcal{V}_{j}$, by using a recurrence relation of the form

$$
\begin{align*}
\mathcal{V}_{1} & =\frac{\mathcal{V}}{\|\mathcal{V}\|_{F}}, \\
h_{j+1, j} \mathcal{V}_{j+1} & =\mathscr{A} * \mathcal{V}_{j}-\sum_{i=1}^{j} h_{i, j} \mathcal{V}_{i}, \quad j=1,2, \ldots, k \tag{19}
\end{align*}
$$

The coefficients $h_{i, j}$ are determined so that the tensors $\mathcal{V}_{1}, \mathcal{V}_{2}, \ldots, \mathcal{V}_{j+1}$ are F orthonormal. Specifically,

$$
h_{i, j}=\left\langle\mathscr{A} * \mathcal{V}_{j}, \mathcal{V}_{i}\right\rangle, \quad 1 \leq i \leq j, \quad h_{j+1, j}=\left\|\mathscr{A} * \mathcal{V}_{j}-\sum_{i=1}^{j} h_{i, j} \mathcal{V}_{i}\right\|_{F} .
$$

The following result is the foundation of the tensor t -global Lanczos method.
Proposition 3 Apply $k$ steps of the $t$-global Arnoldi method to a $t$-symmetric tensor $\mathscr{A}$ with initial tensor $\mathcal{V} \neq \mathcal{O}$. Then generically the coefficients $h_{i, j}$ generated by the algorithm satisfy

$$
\begin{align*}
h_{i, j} & =0 \quad \text { for } \quad 1 \leq i<j-1,  \tag{20}\\
h_{j, j+1} & =h_{j+1, j}, \tag{21}
\end{align*}
$$

for $j=1,2, \ldots, k$.
Proof We first show (20). Since the tensor $\mathscr{A}$ is t-symmetric, we have

$$
h_{i, j}=\left\langle\mathscr{A} \mathcal{V}_{j}, \mathcal{V}_{i}\right\rangle=\left\langle\mathscr{A} \mathcal{V}_{i}, \mathcal{V}_{j}\right\rangle
$$

It follows from (19) that

$$
\mathscr{A} * \mathcal{V}_{i} \in \operatorname{span}\left\{\mathcal{V}_{1}, \mathcal{V}_{2}, \ldots, \mathcal{V}_{i+1}\right\} .
$$

Due to the F-orthonormality of $\mathcal{V}_{1}, \mathcal{V}_{2}, \ldots, \mathcal{V}_{j+1}$ and (19), we obtain $h_{i, j}=\left\langle\mathcal{A} \mathcal{V}_{i}, \mathcal{V}_{j}\right\rangle=$ 0 for $1 \leq i<j-1$. Equality (21) is a consequence of

$$
h_{j, j+1}=\left\langle\mathscr{A} * \mathcal{V}_{j+1}, \mathcal{V}_{j}\right\rangle=\left\langle\mathscr{A} * \mathcal{V}_{j}, \mathcal{V}_{j+1}\right\rangle=h_{j+1, j} .
$$

We are in a position to describe the tensor t-global Lanczos algorithm. This algorithm computes an F-orthonormal basis $\left\{\mathcal{V}_{1}, \mathcal{V}_{2}, \ldots, \mathcal{V}_{k+1}\right\}$ by a three-term recurrence relation. It can be written as follows: Let $\mathcal{V} \in \mathbb{R}^{n \times s \times p} \backslash\{\mathcal{O}\}$ and define

$$
\begin{equation*}
\mathcal{V}_{1}:=\mathcal{V} / \beta_{0}, \text { with } \beta_{0}=\|\mathcal{V}\|_{F} \tag{22}
\end{equation*}
$$

The t-global Lanczos algorithm is determined by the recursion relations

$$
\begin{equation*}
\beta_{j} \mathcal{V}_{j+1}:=\mathscr{A} * \mathcal{V}_{j}-\alpha_{j} \mathcal{V}_{j}-\beta_{j-1} \mathcal{V}_{j-1}, \quad j=1,2, \ldots, k \tag{23}
\end{equation*}
$$

with

$$
\alpha_{j}=\left\langle\mathscr{A} * \mathcal{V}_{j}, \mathcal{V}_{j}\right\rangle, \quad \beta_{j}=\left\|\mathscr{A} * \mathcal{V}_{j}-\alpha_{j} \mathcal{V}_{j}-\beta_{j-1} \mathcal{V}_{j-1}\right\|_{F}
$$

The $\beta_{j}$ are normalization coefficients such that $\left\|\mathcal{V}_{j+1}\right\|_{F}=1$. The tensor t-global Lanczos algorithm is summarized in Algorithm 2.

```
Algorithm 2 The tensor t-global Lanczos algorithm
Input: t-symmetric tensor \(\mathscr{A} \in \mathbb{R}^{n \times n \times p}\), initial tensor \(\mathcal{V} \in \mathbb{R}^{n \times s \times p} \backslash\{\mathcal{O}\}\), and the number of
steps \(k\).
    1. \(\beta_{0}=\|\mathcal{V}\|_{F} ; \mathcal{V}_{1}=\mathcal{V} / \beta_{0} ; \mathcal{V}_{0}=\mathcal{O}_{n \times s \times p}\);
    2. for \(j=1: k\)
        (a) \(\widetilde{\mathcal{V}}_{j}=\mathscr{A} * \mathcal{V}_{j}-\beta_{j-1} \mathcal{V}_{j-1}\);
        (b) \(\alpha_{j}=\left\langle\mathcal{V}_{j}, \widetilde{\mathcal{V}}_{j}\right\rangle\);
        (c) \(\widetilde{\mathcal{V}}_{j}=\widetilde{\mathcal{V}}_{j}-\alpha_{j} \mathcal{V}_{j}\);
        (d) \(\beta_{j}=\left\|\widetilde{\mathcal{V}}_{j}\right\|_{F}\);
        (e) \(\mathcal{V}_{j+1}=\mathcal{V}_{j} / \beta_{j}\);
    3. end
```

Output: The t-global Lanczos decomposition (24).

Algorithm 2 computes an F-orthonormal tensor basis $\left\{\mathcal{V}_{1}, \mathcal{V}_{2}, \ldots, \mathcal{V}_{k+1}\right\}$ with $\mathcal{V}_{j} \in \mathbb{R}^{n \times s \times p}$, and the scalars $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k} ; \beta_{1}, \beta_{2}, \ldots, \beta_{k}\right\}$, assuming that all coefficients $\beta_{j}$ generated are positive. This is the generic situation.

We next discuss some useful properties of Algorithm 2. It follows from the recursion formulas of the algorithm that generically the algorithm yields the decomposition

$$
\begin{equation*}
\mathscr{A} * \mathbb{V}_{k}=\mathbb{V}_{k} \circledast \mathbb{T}_{k}+\beta_{k}\left[\mathcal{O}_{n \times s \times p}, \ldots, \mathcal{O}_{n \times s \times p}, \mathcal{V}_{k+1}\right] \tag{24}
\end{equation*}
$$

where $\mathbb{V}_{k}=\left[\mathcal{V}_{1}, \mathcal{V}_{2}, \ldots, \mathcal{V}_{k}\right] \in \mathbb{R}^{n \times k s \times p}$ is made up of orthonormal lateral tensor slices $\mathcal{V}_{j}$, with

$$
\mathbb{V}_{k}^{T} \diamond \mathbb{V}_{k}=I_{k}, \quad \mathbb{T}_{k}=\operatorname{tridiag}\left(\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}\right],\left[\beta_{1}, \beta_{2}, \ldots, \beta_{k-1}\right]\right),
$$

and the product $\circledast$ is defined by

$$
\mathbb{V}_{k} \circledast \mathbb{T}_{k}=\left[\mathbb{V}_{k} \circledast T_{\cdot, 1}, \mathbb{V}_{k} \circledast T_{, 2}, \ldots, \mathbb{V}_{k} \circledast T_{,, k}\right] \in \mathbb{R}^{n \times k s \times p}
$$

Here $T_{,, j}$ denotes the $j$ th column of $\mathbb{T}_{k}$ and

$$
\mathbb{V}_{k} \circledast y=\sum_{j=1}^{k} y_{j} \mathcal{V}_{j}, \quad y=\left[y_{1}, y_{2}, \ldots, y_{k}\right]^{T} \in \mathbb{R}^{k}
$$

Lemma 4 Let $Z=\left[Z_{1}, Z_{2}, \ldots, Z_{k}\right] \in \mathbb{R}^{n \times k s \times p}$ be made up of tensors $Z_{i} \in \mathbb{R}^{n \times s \times p}$, and let $T, S \in \mathbb{R}^{k \times k}$. Then

$$
(Z \circledast T) \circledast S=Z \circledast(T S)
$$

Proof Let $S_{\cdot, j}$ and $T_{\cdot, j}$ denote the $j$ th columns of the matrices $S$ and $T$, respectively, and let $s_{i, j}$ and $t_{i, j}$ be $(i, j)$ th entries of $S$ and $T$, respectively. Using the definition of the $\circledast$ product, we obtain

$$
\begin{aligned}
{[Z \circledast T] \circledast S } & =\left[(Z \circledast T) \circledast S_{\cdot, 1}, \ldots,(Z \circledast T) \circledast S_{\cdot, k}\right] \\
& =\left[\sum_{j=1}^{k}\left(Z \circledast T_{\cdot, j}\right) s_{j, 1}, \ldots, \sum_{j=1}^{k}\left(Z \circledast T_{\cdot, j}\right) s_{j, k}\right] \\
& =\left[\sum_{j=1}^{k}\left(\sum_{l=1}^{k} t_{l, j} Z_{l}\right) s_{j, 1}, \ldots, \sum_{j=1}^{k}\left(\sum_{l=1}^{k} t_{l, j} Z_{l}\right) s_{j, k}\right] \\
& =\left[\sum_{j=1}^{k} \sum_{l=1}^{k} t_{l, j} s_{j, 1} Z_{l}, \ldots, \sum_{j=1}^{k} \sum_{l=1}^{k} t_{l, j} s_{j, k} Z_{l}\right] \\
& =\left[\sum_{l=1}^{k} \sum_{j=1}^{k} t_{l, j} s_{j, 1} Z_{l}, \ldots, \sum_{l=1}^{k} \sum_{j=1}^{k} t_{l, j} s_{j, k} Z_{l}\right] \\
& =\left[\sum_{l=1}^{k}[T S]_{l, 1} Z_{l}, \ldots, \sum_{l=1}^{k}[T S]_{l, k} Z_{l}\right] \\
& =\left[Z \circledast(T S)_{\cdot, 1}, \ldots, Z \circledast(T S)_{\cdot, k}\right] \\
& =Z \circledast(T S) .
\end{aligned}
$$

The recursion formulas of Algorithm 2 show that

$$
\begin{equation*}
\mathcal{V}_{j}=p_{j-1}(\mathscr{A}) * \mathcal{V}, \quad j=1,2, \ldots, k+1 \tag{25}
\end{equation*}
$$

for certain polynomials $p_{j-1}$ of degree $j-1$. These polynomials satisfy the same recursion relation as the tensors $\mathcal{V}_{j}$. The following proposition provides the details.

Proposition 4 Let $\mathscr{A}$ be a t-symmetric tensor and let the coefficients $\alpha_{j}$ and $\beta_{j}$ be those in (22) and (23). Then the sequence of polynomials $p_{0}, p_{1}, \ldots, p_{k}$ defined by (25) are orthonormal with respect to the bilinear form

$$
(p, q)=\langle p(\mathscr{A}) * \mathcal{V}, q(\mathscr{A}) * \mathcal{V}\rangle=\int_{\sigma_{\text {min }}^{2}}^{\sigma_{\text {max }}^{2}} p(\lambda) q(\lambda) d \alpha(\lambda)
$$

where the limits of integration $\sigma_{\min }^{2}$ and $\sigma_{\max }^{2}$, and the measure do are defined in (17). These polynomials satisfy the three-term recurrence relation

$$
\begin{aligned}
& \beta_{1} p_{1}(\lambda)=\left(\lambda-\alpha_{1}\right) p_{0}(\lambda), \quad p_{0}(\lambda)=1 / \beta_{0}, \\
& \beta_{j+1} p_{j+1}=\left(\lambda-\alpha_{j+1}\right) p_{j}(\lambda)-\beta_{j} p_{j-1}(\lambda), \quad j=1,2, \ldots, k-1,
\end{aligned}
$$

where

$$
\alpha_{j}=\left(p_{j-1}, \lambda p_{j-1}\right),
$$

and the $\beta_{j}>0$ are determined by the requirements that $\left(p_{j}, p_{j}\right)=1$.

We turn to Gauss-type quadrature rules associated with the measure $d \alpha$ in (17). Introduce the spectral factorization of the matrix $\mathbb{T}_{k}$ in (24),

$$
\mathbb{T}_{k}=P_{k} S_{k} P_{k}^{T}
$$

where $S_{k}=\operatorname{diag}\left[\theta_{1}^{(k)}, \theta_{2}^{(k)}, \ldots, \theta_{k}^{(k)}\right]$ and the matrix $P_{k} \in \mathbb{R}^{k \times k}$ is orthogonal. It is well known that the weights of the $k$-node Gauss rule associated with the measure $d \alpha$ are given by $w_{j}=\left(e_{1}^{T} P_{k} e_{j}\right)^{2}$ for $j=1,2, \ldots, k$, and the nodes of this quadrature rule are the eigenvalues $\theta_{j}^{(k)}, j=1,2, \ldots, k$; see, e.g., $[12,13,15]$ for details. The $k$-node Gauss quadrature rule for the approximation of the expression (16) can be written as

$$
\begin{align*}
\mathcal{G}_{k}^{L a n}(g) & :=\|\mathcal{V}\|_{F}^{2} e_{1}^{T} P_{k} g\left(S_{k}\right) P_{k}^{T} e_{1}=\|\mathcal{V}\|_{F}^{2} e_{1}^{T} g\left(\mathbb{T}_{k}\right) e_{1} \\
& =\|\mathcal{V}\|_{F}^{2} e_{1}^{T}\left(\sqrt{\mathbb{T}_{k}}\right)^{\dagger} f\left(\sqrt{\mathbb{T}_{k}}\right) e_{1}, \tag{26}
\end{align*}
$$

where $\theta_{i}^{(k)}$ denotes the $i$ th eigenvalue of $\mathbb{T}_{k}$, and $e_{1}$ is the first column of the identity matrix $I_{k} \in \mathbb{R}^{k \times k}$; see [15].

A $(k+1)$-node Gauss-Radau quadrature rule with a fixed node $\xi$ smaller than or equal to $\sigma_{\min }^{2}$ or larger than or equal to $\sigma_{\max }^{2}$ can be computed by using the spectral factorization of the matrix

$$
\mathbb{T}_{k+1, \xi}:=\left[\begin{array}{cc}
\mathbb{T}_{k} & \beta_{k} e_{k} \\
\beta_{k} e_{k}^{T} & \widetilde{\alpha}_{\xi}
\end{array}\right] \in \mathbb{R}^{(k+1) \times(k+1)}
$$

where $e_{k}=[0, \ldots, 0,1] \in \mathbb{R}^{k}$. The entry $\widetilde{\alpha}_{\xi}$ is determined so that the matrix $\mathbb{T}_{k+1, \xi}$ has an eigenvalue at $\xi$. It can be shown that $\widetilde{\alpha}_{\xi}$ satisfies

$$
\widetilde{\alpha}_{\xi}=\xi+\beta_{k}^{2} e_{k}^{T}\left(\mathbb{T}_{k}-\xi I_{k}\right)^{-1} e_{k} ;
$$

see, e.g., $[12,13,15]$ for details.
Analogously to (26), the $(k+1)$-node Gauss-Radau quadrature rule can be expressed as

$$
\begin{equation*}
\mathcal{R}_{k+1}^{\operatorname{Lan}, \xi}(g):=\|\mathcal{V}\|_{F}^{2} \tilde{e}_{1}^{T} g\left(\mathbb{T}_{k+1, \xi}\right) \widetilde{e}_{1}=\|\mathcal{V}\|_{F}^{2} \tilde{e}_{1}^{T}\left(\sqrt{\mathbb{T}_{k+1, \xi}}\right)^{\dagger} f\left(\sqrt{\mathbb{T}_{k+1, \xi}}\right) \widetilde{e}_{1} \tag{27}
\end{equation*}
$$

where $\widetilde{e}_{1}=[1,0, \ldots, 0]^{T} \in \mathbb{R}^{k+1}$; see [15].
Let $\theta_{1}^{(k)}, \theta_{2}^{(k)}, \ldots, \theta_{k}^{(k)}$ denote the nodes of the Gauss rule (26), and assume that the integrand $g$ is $2 k$ times continuously differentiable in the interval of integration [ $\left.\sigma_{\min }^{2}, \sigma_{\max }^{2}\right]$. Then the remainder term for this rule is given by

$$
\begin{equation*}
\mathcal{I}_{s}(g)-\mathcal{G}_{k}^{L a n}(g)=\frac{g^{(2 k)}(\widetilde{\theta})}{(2 k)!} \int_{\sigma_{\min }^{2}}^{\sigma_{\max }^{2}} s^{2}(\lambda) d \alpha(\lambda) \tag{28}
\end{equation*}
$$

where $\tilde{\theta} \in\left[\sigma_{\min }^{2}, \sigma_{\max }^{2}\right]$ and $s(\lambda)=\left(\lambda-\theta_{1}^{(k)}\right) \cdots\left(\lambda-\theta_{k}^{(k)}\right)$; see, e.g., [13, 15]. Similarly, let $\theta_{1, \xi}^{(k)}, \theta_{2, \xi}^{(k)}, \ldots, \theta_{k, \xi}^{(k)}$ denote the $k$ "free" nodes of the Gauss-Radau quadrature rule (27). The remainder formula for this rule is given by

$$
\begin{equation*}
\mathcal{I}_{s}(g)-\mathcal{R}_{m+1}^{L a n, \xi}(g)=\frac{g^{(2 k+1)}\left(\widetilde{\theta}_{\xi}\right)}{(2 k+1)!} \int_{\sigma_{\text {min }}^{2}}^{\sigma_{\text {max }}^{2}}(\lambda-\xi) \widetilde{s}^{2}(\lambda) d \alpha(\lambda), \tag{29}
\end{equation*}
$$

Table 1 Upper and lower bounds for $\mathcal{I}_{s}(g)$

| $\operatorname{sign}\left(g^{(2 k)}\right)$ | $\operatorname{sign}\left(g^{(2 k+1)}\right)$ | Choice of $\xi$ | Bounds |
| :---: | :---: | :---: | :---: |
| $g^{(2 k)}>0$ | $g^{(2 k+1)}>0$ | $\xi \geq \sigma_{\max }^{2}$ | $\mathcal{G}_{k}^{\text {Lan }}(g) \leq \mathcal{I}_{s}(g) \leq \mathcal{R}_{k+1, \xi}^{\text {Lan }}(g)$ |
| $g^{(2 k)}>0$ | $g^{(2 k+1)}<0$ | $\xi \leq \sigma_{\min }^{2}$ | $\mathcal{G}_{k}^{\text {Lan }}(g) \leq \mathcal{I}_{s}(g) \leq \mathcal{R}_{k+1}^{\text {Lan }, \xi}(g)$ |
| $g^{(2 k)}<0$ | $g^{(2 k+1)}>0$ | $\xi \leq \sigma_{\min }^{2}$ | $\mathcal{R}_{k+1, \xi}^{\text {Lan }}(g) \leq \mathcal{I}_{s}(g) \leq \mathcal{G}_{k}^{\text {Lan }}(g)$ |
| $g^{(2 k)}<0$ | $g^{(2 k+1)}<0$ | $\xi \geq \sigma_{\max }^{2}$ | $\mathcal{R}_{k+1}^{\text {Lan }, \xi}(g) \leq \mathcal{I}_{s}(g) \leq \mathcal{G}_{k}^{\text {Lan }}(g)$ |

where the scalar $\widetilde{\theta}_{\xi}$ lives in the smallest open interval that contains the point set $\left\{\xi, \sigma_{\text {min }}^{2}, \sigma_{\max }^{2}\right\}$, and $\widetilde{s}(\lambda)=\left(\lambda-\theta_{1, \xi}^{(k)}\right) \cdots\left(\lambda-\theta_{k, \xi}^{(k)}\right)$; see $[13,15]$. When the derivatives $g^{(2 k)}$ and $g^{(2 k+1)}$ of the integrand $g$ do not change sign in the interval of integration $\left[\sigma_{\text {min }}^{2}, \sigma_{\max }^{2}\right]$, the Radau node $\xi$ can be chosen $\xi \leq \sigma_{\min }^{2}$ or $\xi \geq \sigma_{\max }^{2}$ so that the remainder term (29) is of opposite sign as the remainder term (28) for standard Gauss quadrature. Then the Gauss and Gauss-Radau rules give quadrature errors of opposite sign and their values, therefore, bracket the exact value of the integral (16); see [15] for further details.

Table 1 displays the bounds obtained depending on the signs of the derivatives $g^{(2 k)}$ and $g^{(2 k+1)}$, and the allocation of $\xi$.

Algorithm 3 describes how an approximation of (16) can be computed by a pair of Gauss and Gauss-Radau quadrature rules using the t-tensor global Lanczos method. When the algorithm is applied to $\mathcal{A}^{T} * \mathcal{A}$, the evaluation of $\mathcal{A}^{T} * \mathcal{A} * \mathcal{V}_{j}$ in line $[3 .(a)]$ is carried out by computing the two products $u=\mathcal{A} * \mathcal{V}_{j}$ and $v=\mathcal{A}^{T} * u$.

We approximate the integral (16) by $U_{\text {app }}(g)=\left[\mathcal{G}_{k}^{\text {Lan }}(g)+\mathcal{R}_{k+1}^{\text {Lan, } \xi}(g)\right] / 2$ and estimate the error in $U_{\text {app }}(g)$ by the difference

$$
\left.\left.\mid \mathcal{G}_{k}^{L a n}(g)-\mathcal{R}_{k+1}^{L a n, \xi}(g)\right]|/| \mathcal{G}_{k}^{L a n}(g)+\mathcal{R}_{k+1}^{L a n, \xi}(g)\right] \mid .
$$

Algorithm 3 Approximation of $\operatorname{trace}_{(1)}\left(\mathcal{V}^{T} * g(\mathscr{A}) * \mathcal{V}\right)$ by pairs of Gauss and Gauss-Radau quadrature rules using the t-tensor global Lanczos method.
Input: t-symmetric tensor $\mathscr{A} \in \mathbb{R}^{n \times n \times p}$, initial tensor $\mathcal{V} \in \mathbb{R}^{n \times s \times p}$, and function $f$.

1. Choose tolerance $\epsilon>0$ and the maximum number of iterations $I_{\max }$.
$\beta_{0}=\|\mathcal{V}\|_{F} ; \mathcal{V}_{1}=\mathcal{V} / \beta_{0} ; \mathcal{V}_{0}=\mathcal{O}_{n \times s \times p} ;$
for $j_{\sim}^{\sim}=1: I_{\max }$
(a) $\widetilde{\mathcal{V}}_{j}=\mathscr{A} * \mathcal{V}_{j}-\beta_{j-1} \mathcal{V}_{j-1}$;
(b) $\alpha_{j}=\left\langle\mathcal{V}_{j}, \widetilde{\mathcal{V}}_{j}\right\rangle ; \quad \widetilde{\mathcal{V}}_{j}=\widetilde{\mathcal{V}}_{j}-\alpha_{j} \mathcal{V}_{j}$;
(c) $\mathbb{H}_{j}=\operatorname{tridiag}\left(\left[\alpha_{1}, \ldots, \alpha_{j}\right],\left[\beta_{1}, \ldots, \beta_{j-1}\right]\right)$;
(d) $G_{j}(g)=e_{1}^{T}\left(\sqrt{\mathbb{T}_{j}}\right)^{\dagger} f\left(\sqrt{\mathbb{T}_{j}}\right) e_{1}$;
(e) $\beta_{j}=\left\|\widetilde{\mathcal{V}}_{j}\right\|_{F} ; \mathcal{V}_{j+1}=\widetilde{\mathcal{V}}_{j+1} / \beta_{j}$;
(f) $\tau_{j}=\left[0, \ldots, 0,0, \beta_{j}\right]^{T}$;
(g) $\widetilde{\alpha}_{\xi}=\xi+\tau_{j}^{T}\left(\mathbb{T}_{j}-\xi I_{j}\right)^{-1} \tau_{j}$;
(h) Compute $\mathbb{T}_{j+1, \xi}=\operatorname{tridiag}\left(\left[\alpha_{1}, \ldots, \alpha_{j}, \widetilde{\alpha}_{\xi}\right],\left[\beta_{1}, \ldots, \beta_{j-1}, \beta_{j}\right]\right)$;
(i) $R_{j+1, \xi}(g)=\widetilde{e}_{1}^{T}\left(\sqrt{\mathbb{T}_{j+1, \xi}}\right)^{\dagger} f\left(\sqrt{\mathbb{T}_{j+1, \xi}}\right) \widetilde{e}_{1}$;
(j) if $\left|G_{j}(g)-R_{j+1, \xi}(g)\right| /\left|G_{j}(g)+R_{j+1, \xi}(g)\right|<\epsilon$
$U_{\text {app }}(g)=\beta_{0}^{2}\left[G_{j}(g)+R_{j+1, \xi}(g)\right] / 2$; Break; endif
2. endfor

Output: Approximation $U_{\mathrm{app}}(g)$ of $\operatorname{trace}_{(1)}\left(\mathcal{V}^{T} * g(\mathscr{A}) * \mathcal{V}\right)$ given by (16).
3.2 The tensor t-global Golub-Kahan bidiagonalization method and Gauss quadrature

This subsection describes the application of the tensor t-global Golub-Kahan algorithm to determining upper and lower bounds for the bilinear form (16). The tensor t-global Golub-Kahan algorithm has been described in [7]. Application of $k$ steps of this algorithm to the tensor $\mathcal{A}$ with initial tensor $\mathcal{V}$ yields the decompositions

$$
\begin{align*}
\mathcal{A} * \mathbb{V}_{k} & =\mathbb{W}_{k} \circledast B_{k}, \\
\mathcal{A}^{T} * \mathbb{W}_{k} & =\mathbb{V}_{k} \circledast B_{k}^{T}+\beta_{k}\left[\mathcal{O}_{n \times s \times p}, \ldots, \mathcal{O}_{n \times s \times p}, \mathcal{V}_{k+1}\right], \tag{30}
\end{align*}
$$

where $B_{k} \in \mathbb{R}^{k \times k}$ is an upper bidiagonal matrix

$$
B_{k}=\left[\begin{array}{cccc}
\alpha_{1} & \beta_{1} & &  \tag{31}\\
0 & \alpha_{2} & \ddots & \\
& \ddots & \ddots & \beta_{k-1} \\
& & 0 & \alpha_{k}
\end{array}\right]
$$

The tensors

$$
\begin{equation*}
\mathbb{V}_{k}=\left[\mathcal{V}_{1}, \mathcal{V}_{2}, \ldots, \mathcal{V}_{k}\right], \quad \mathbb{W}_{k}=\left[\mathcal{W}_{1}, \mathcal{W}_{2}, \ldots, \mathcal{W}_{k}\right] \tag{32}
\end{equation*}
$$

are made up of $F$-orthonormal tensors $\mathcal{V}_{j} \in \mathbb{R}^{m \times s \times p}$ and $\mathcal{W}_{j} \in \mathbb{R}^{n \times s \times p}$, and
$\mathcal{A} * \mathbb{V}_{k}=\left[\mathcal{A} * \mathcal{V}_{1}, \mathcal{A} * \mathcal{V}_{2}, \ldots, \mathcal{A} * \mathcal{V}_{k}\right], \quad \mathcal{A}^{T} * \mathbb{W}_{k}=\left[\mathcal{A}^{T} * \mathcal{W}_{1}, \mathcal{A}^{T} * \mathcal{W}_{2}, \ldots, \mathcal{A}^{T} * \mathcal{W}_{k}\right]$.
The $\circledast$ product in (30) is defined in (24). The tensor t-global Golub-Kahan bidiagonalization algorithm is described by Algorithm 4.

```
Algorithm 4 The tensor t-global Golub-Kahan algorithm
Input: The tensors \(\mathcal{A} \in \mathbb{R}^{m \times n \times p}, \mathcal{V} \in \mathbb{R}^{n \times s \times p}\), and an integer \(k\).
    1. Set \(\beta_{1}=\|\mathcal{V}\|_{F}, \mathcal{V}_{1}=\mathcal{V} / \beta_{1}\), and \(\beta_{0}=0\).
    2. for \(j=1: k\)
    (a) \(\widetilde{\mathcal{W}}_{j}=\mathcal{A} * \mathcal{V}_{j}-\beta_{j-1} \mathcal{W}_{j-1}\)
    (b) \(\alpha_{j}=\left\|\widetilde{\mathcal{W}}_{j}\right\|_{F}\)
    (c) \(\mathcal{W}_{j}=\widetilde{\mathcal{W}}_{j} / \alpha_{j}\)
    (d) \(\widetilde{\mathcal{V}}_{j+1}=\mathcal{A}^{T} * \mathcal{W}_{j}-\alpha_{j} \mathcal{V}_{j}\)
    (e) \(\beta_{j}=\left\|\widetilde{\nu}_{j+1}\right\|_{F}\)
        (f) \(\mathcal{V}_{j+1}=\widetilde{\mathcal{V}}_{j+1} / \beta_{j}\)
3. endfor
```

Output: The t-global Golub-Kahan decompositions (30).

Proposition 5 Let $\mathbb{V}_{k}=\left[\mathcal{V}_{1}, \ldots, \mathcal{V}_{k}\right]$ be the tensor in (32), and let the matrix $B_{k}$ be defined by (31). Then

$$
\mathcal{A}^{T} * \mathcal{A} * \mathbb{V}_{k}=\mathbb{V}_{k} \circledast\left(B_{k}^{T} B_{k}\right)+\beta_{k} \alpha_{k}\left[\mathcal{O}_{n \times s \times p}, \ldots, \mathcal{O}_{n \times s \times p}, \mathcal{V}_{k+1}\right] .
$$

Proof We obtain from relation (30) that

$$
\mathcal{A}^{T} * \mathcal{A} * \mathbb{V}_{k}=\mathcal{A}^{T} *\left(\mathbb{W}_{k} \circledast B_{k}\right)
$$

Set $B_{k}=\left[B_{\cdot, 1}, \ldots, B_{\cdot, k}\right]$, where $B_{\cdot, j}$ denotes the $j$ th column of $B_{k}$, and $b_{i, j}$ is the $(i, j)$ th entry of $B_{k}$. Then

$$
\begin{aligned}
\mathcal{A}^{T} *\left(\mathbb{W}_{k} \circledast B_{k}\right) & =\left[\mathcal{A}^{T} *\left(\mathbb{W}_{k} \circledast B_{\cdot, 1}\right), \ldots, \mathcal{A}^{T} *\left(\mathbb{W}_{k} \circledast B_{\cdot, k}\right)\right] \\
& =\left[\mathcal{A}^{T} * \sum_{j=1}^{k} B_{j, 1} \mathcal{W}_{j}, \ldots, \mathcal{A}^{T} * \sum_{j=1}^{k} b_{j, k} \mathcal{W}_{j}\right] \\
& =\left[\sum_{j=1}^{k} b_{j, 1} \mathcal{A}^{T} * \mathcal{W}_{j}, \ldots, \sum_{j=1}^{k} b_{j, k} \mathcal{A}^{T} * \mathcal{W}_{j}\right] \\
& =\left[\left(\mathcal{A}^{T} * \mathbb{W}_{k}\right) \circledast B_{\cdot, 1}, \ldots,\left(\mathcal{A}^{T} * \mathbb{W}_{k}\right) \circledast B_{\cdot, k}\right] \\
& =\left(\mathcal{A}^{T} * \mathbb{W}_{k}\right) \circledast B_{k} .
\end{aligned}
$$

It follows from (30) that

$$
\begin{aligned}
\mathcal{A}^{T} * \mathcal{A} * \mathbb{V}_{k} & =\left[\left(\mathbb{V}_{k} \circledast B_{k}^{T}\right)+\beta_{k}\left[\mathcal{O}_{n \times s \times p}, \ldots, \mathcal{O}_{n \times s \times p}, \mathcal{V}_{k+1}\right]\right] \circledast B_{k} \\
& =\left(\mathbb{V}_{k} \circledast B_{k}^{T}\right) \circledast B_{k}+\beta_{k}\left[\mathcal{O}_{n \times s \times p}, \ldots, \mathcal{O}_{n \times s \times p}, \mathcal{V}_{k+1}\right] \circledast B_{k},
\end{aligned}
$$

and Lemma 4 yields

$$
\left(\mathbb{V}_{k} \circledast B_{k}^{T}\right) \circledast B_{k}=\mathbb{V}_{k} \circledast B_{k}^{T} B_{k}
$$

Moreover,

$$
\left[\mathcal{O}_{n \times s \times p}, \ldots, \mathcal{O}_{n \times s \times p}, \mathcal{V}_{k+1}\right] \circledast B_{k}=\left[b_{k, 1} \mathcal{V}_{k+1}, \ldots, b_{k, k-1} \mathcal{V}_{k+1}, b_{k, k} \mathcal{V}_{k+1}\right]
$$

Using the structure of $B_{k}$, i.e., the facts that $b_{k, 1}=\cdots=b_{k, k-1}=0$ and $b_{k, k}=\alpha_{k}$, we obtain

$$
\left[\mathcal{O}_{n \times s \times p}, \ldots, \mathcal{O}_{n \times s \times p}, V_{k+1}\right] \circledast B_{k}=\left[O_{n \times s \times p}, \ldots, O_{n \times s \times p}, \alpha_{k} \mathcal{V}_{k+1}\right]
$$

The matrix $B_{k}^{T} B_{k}$ is symmetric and tridiagonal, and coincides (in exact arithmetic) with the matrix $\mathbb{T}_{k}$ obtained when the Lanczos algorithm is applied to $\mathscr{A}=\mathcal{A}^{T} * \mathcal{A}$. Therefore, the quadratic form in (16) can be approximated by using a $k$-node Gauss quadrature rule

$$
\begin{equation*}
\mathcal{G}_{k}^{G K}(g):=\|\mathcal{V}\|_{F}^{2} e_{1}^{T} g\left(B_{k}^{T} B_{k}\right) e_{1}=\|\mathcal{V}\|_{F}^{2} e_{1}^{T}\left(\sqrt{B_{k}^{T} B_{k}}\right)^{\dagger} f\left(\sqrt{B_{k}^{T} B_{k}}\right) e_{1} \tag{33}
\end{equation*}
$$

Similarly as in our discussion above of the Gauss rule $\mathcal{G}_{k}^{\text {Lan }}(g)$, we have that if the derivative $g^{(2 k)}$ is of constant sign in the interval of integration, $\left[\sigma_{\min }^{2}, \sigma_{\text {max }}^{2}\right]$, then the Gauss rule (33) provides an upper or lower bound for (16). To obtain the other bound, we use a $(k+1)$-point Gauss-Radau quadrature rule with a fixed node $\xi$. This rule is defined by

$$
\begin{equation*}
\mathcal{R}_{k+1}^{G K, \xi}(g):=\|\mathcal{V}\|_{F}^{2} \widetilde{e}_{1}^{T} g\left(\widehat{\mathbb{H}}_{k+1, \xi}\right) \widetilde{e}_{1}=\|\mathcal{V}\|_{F}^{2} \widetilde{e}_{1}^{T}\left(\sqrt{\widehat{\mathbb{H}}_{k+1, \xi}}\right)^{\dagger} f\left(\sqrt{\widehat{\mathbb{H}}_{k+1, \xi}}\right) \widetilde{e}_{1} \tag{34}
\end{equation*}
$$

where

$$
\widehat{\mathbb{H}}_{k+1, \xi}:=\left[\begin{array}{cc}
B_{k}^{T} B_{k} & \beta_{k} \alpha_{k} e_{k} \\
\beta_{k} \alpha_{k} e_{k}^{T} & \widetilde{\omega}_{\xi}
\end{array}\right] \in \mathbb{R}^{(k+1) \times(k+1)}
$$

Table 2 Upper and lower bounds for $\mathcal{I}_{s}(g)$.

| $\operatorname{sign}\left(g^{(2 k)}\right)$ | $\operatorname{sign}\left(g^{(2 k+1)}\right)$ | Choice of $\xi$ | Bounds |
| :---: | :---: | :---: | :---: |
| $g^{(2 k)}>0$ | $g^{(2 k+1)}>0$ | $\xi \geq \sigma_{\max }^{2}$ | $\mathcal{G}_{k}^{G K}(g) \leq \mathcal{I}_{s}(g) \leq \mathcal{R}_{k+1}^{G K, \xi}(g)$ |
| $g^{(2 k)}>0$ | $g^{(2 k+1)}<0$ | $\xi \leq \sigma_{\min }^{2}$ | $\mathcal{G}_{k}^{G K}(g) \leq \mathcal{I}_{s}(g) \leq \mathcal{R}_{k+1}^{G K, \xi}(g)$ |
| $g^{(2 k)}<0$ | $g^{(2 k+1)}>0$ | $\xi \leq \sigma_{\min }^{2}$ | $\mathcal{R}_{k+, \xi}^{G K, \xi}(g) \leq \mathcal{I}_{s}(g) \leq \mathcal{G}_{k}^{G K}(g)$ |
| $g^{(2 k)}<0$ | $g^{(2 k+1)}<0$ | $\xi \geq \sigma_{\max }^{2}$ | $\mathcal{R}_{k+1}^{G K, \xi}(g) \leq \mathcal{I}_{s}(g) \leq \mathcal{G}_{k}^{G K}(g)$ |

and

$$
\widetilde{\omega}_{\xi}=\xi+\left(\beta_{k} \alpha_{k}\right)^{2} e_{k}^{T}\left(B_{k}^{T} B_{k}-\xi I_{k}\right)^{-1} e_{k} .
$$

The situations when Gauss and Gauss-Radau quadrature rules give upper or lower bounds of the integral $\mathcal{I}_{s}(g)$ are summarized in Table 2.

Algorithm 5 describes how an approximation of (16) can be computed by a pair of Gauss and Gauss-Radau quadrature rules using the tensor t-global GolubKahan bidiagonalization algorithm. Similarly as in Subsection 3.1, we approximate (16) by $U_{\text {app }}(g)=\left[\mathcal{G}_{k}^{G K}(g)+\mathcal{R}_{k+1}^{G K, \xi}(g)\right] / 2$ and estimate the error in $U_{\text {app }}(g)$ by the difference

$$
\left.\left.\mid \mathcal{G}_{k}^{G K}(g)-\mathcal{R}_{k+1}^{G K, \xi}(g)\right]|/| \mathcal{G}_{k}^{G K}(g)+\mathcal{R}_{k+1}^{G K, \xi}(g)\right] \mid
$$

```
Algorithm 5 Approximation of \(\operatorname{trace}_{(1)}\left(\mathcal{V}^{T} * g\left(\mathcal{A}^{T} * \mathcal{A}\right) * \mathcal{V}\right)\) by a pair of Gauss and
Gauss-Radau quadrature rules by using the tensor t-global Golub-Kahan method.
Input: T-symmetric tensor \(\mathcal{A} \in \mathbb{R}^{m \times n \times p}\), initial tensor \(\mathcal{V} \in \mathbb{R}^{n \times s \times p}\) and function \(f\).
    Choose tolerance \(\epsilon>0\) and the maximum number of iterations \(I_{\text {max }}\).
    Set \(\beta_{1}=\|\mathcal{V}\|_{F}, \mathcal{V}_{1}=\mathcal{V} / \beta_{1}\), and \(\beta_{0}=0\).
    for \(j=1: I_{\max }\)
    (a) \(\widetilde{\mathcal{W}}_{j}=\mathcal{A} * \mathcal{V}_{j}-\beta_{j-1} \mathcal{W}_{j-1}\);
    (b) \(\alpha_{j}=\left\|\widetilde{W}_{j}\right\|_{F} ; \quad \widetilde{\mathcal{W}}_{j}=\widetilde{\mathcal{W}}_{j} / \alpha_{j}\);
    (c) \(B_{j}=\operatorname{bidiag}\left(\left[\alpha_{1}, \ldots, \alpha_{j}\right],\left[\beta_{1}, \ldots, \beta_{j-1}\right]\right)\);
    (d) \(G_{j}(g)=e_{1}^{T}\left(\sqrt{B_{j}^{T} B_{j}}\right)^{\dagger} f\left(\sqrt{B_{j}^{T} B_{j}}\right) e_{1}\);
    (e) \(\widetilde{V}_{j+1}=\mathcal{A}^{T} * \mathcal{W}_{j}-\alpha_{j} \mathcal{V}_{j}\);
    (f) \(\beta_{j}=\left\|\widetilde{\mathcal{V}}_{j+1}\right\|_{F} ; \mathcal{V}_{j+1}=\widetilde{\mathcal{V}}_{j+1} / \beta_{j}\);
    (g) \(\tau_{j}=\left[0, \ldots, 0,0, \alpha_{j} \beta_{j}\right]^{T}\);
    (h) \(\widetilde{w}_{\xi}=\xi+\tau_{j}^{T}\left(B_{j}^{T} B_{j}-\xi I_{j}\right)^{-1} \tau_{j}\);
    (i) Compute
        \(\mathbb{H}_{j+1, \xi}=\left[\begin{array}{cc}B_{j}^{T} B_{j} & \tau_{j} \\ \tau^{T} & \widetilde{w}_{\xi} .\end{array}\right]\)
    (j) \(R_{j+1, \xi}(g)=\widetilde{e}_{1}^{T}\left(\sqrt{\mathbb{H}_{j+1, \xi}}\right)^{\dagger} f\left(\sqrt{\mathbb{H}_{j+1, \xi}}\right) \widetilde{e}_{1}\);
    (k) if \(\left|G_{j}(g)-R_{j+1, \xi}(g)\right| /\left|G_{j}(g)+R_{j+1, \xi}(g)\right|<\epsilon\)
        \(U_{\text {app }}(g)=\beta_{0}^{2}\left[G_{j}(g)+R_{j+1, \xi}(g)\right] / 2\); Break;
        endif
4. endfor
Output: Approximation \(U_{\mathrm{app}}(g)\) of \(\operatorname{trace}_{(1)}\left(\mathcal{V}^{T} * g\left(\mathcal{A}^{T} * \mathcal{A}\right) * \mathcal{V}\right)\).
```


## 4 Numerical experiments

This section describes some numerical examples that illustrate the effectiveness of the proposed methods. All experiments were carried out using MATLAB R2015a on a computer with an Intel Core i-3 processor and 3.89 GBytes of RAM. The computations were done with about 15 significant decimal digits. We show the performance of the tensor t-global Lanczos method (TTGLM) described by Algorithm 3 as well as of the tensor t-global Golub-Kahan method (TTGGKM) described by Algorithm 5 when applied to compute tensor nuclear norms.

The tensor nuclear norm of the tensor $\mathcal{A} \in \mathbb{R}^{m \times n \times p}$ is given by

$$
\begin{equation*}
\|\mathcal{A}\|_{\star}=\sum_{i=1}^{r} \mathcal{S}_{r}(i, i, 1), \tag{35}
\end{equation*}
$$

where $\mathcal{S}_{r}$ is defined by the t-CSVD of $\mathcal{A}$ in (6).
Proposition 6 The tensor nuclear norm can be computed by using tensor functions as follows

$$
\begin{equation*}
\|\mathcal{A}\|_{\star}=\operatorname{trace}_{(1)}\left(\sqrt{\mathcal{A}^{T} * \mathcal{A}}\right) . \tag{36}
\end{equation*}
$$

Proof By using (10) and the definition of generalized tensor functions (11), we have

$$
\sqrt{\mathcal{A}^{T} * \mathcal{A}}=\mathcal{Q}_{r} * \sqrt{\mathcal{S}_{r}^{T} * \mathcal{S}_{r}} * \mathcal{Q}_{r}^{T} .
$$

Application of (3) now gives

$$
\begin{aligned}
\operatorname{trace}_{(1)}\left(\sqrt{\mathcal{A}^{T} * \mathcal{A}}\right) & =\frac{1}{p} \operatorname{trace}\left(\sqrt{\mathcal{A}^{T} * \mathcal{A}}\right) \\
& =\frac{1}{p} \operatorname{trace}\left(\mathcal{Q}_{r} * \sqrt{\mathcal{S}_{r}^{T} * \mathcal{S}_{r}} * \mathcal{Q}_{r}^{T}\right) \\
& =\frac{1}{p} \operatorname{trace}\left(\sqrt{\mathcal{S}_{r}^{T} * \mathcal{S}_{r}} * \mathcal{Q}_{r}^{T} * \mathcal{Q}_{r}\right) \\
& =\frac{1}{p} \operatorname{trace}\left(\sqrt{\mathcal{S}_{r}^{T} * \mathcal{S}_{r}}\right) \\
& =\operatorname{trace}_{(1)}\left(\sqrt{\mathcal{S}_{r}^{T} * \mathcal{S}_{r}}\right) \\
& =\sum_{i=1}^{r} \mathcal{S}_{r}(i, i, 1)=\|\mathcal{A}\|_{\star}
\end{aligned}
$$

Using (36), we can express the tensor nuclear norm as

$$
\begin{align*}
\|\mathcal{A}\|_{\star} & =\sum_{i=1}^{n}\left[\sqrt{\mathcal{A}^{T} * \mathcal{A}}\right]_{i i}^{(1)} \\
& =\sum_{i=1}^{n}\left(E_{i}^{T} * \sqrt{\mathcal{A}^{T} * \mathcal{A}} * E_{i}\right)^{(1)} \\
& =\sum_{i=1}^{n} \operatorname{unfold}\left(E_{i}^{T}\right) \sqrt{\operatorname{bcirc}\left(\mathcal{A}^{T} * \mathcal{A}\right)} \operatorname{unfold}\left(E_{i}\right) \\
& =\sum_{i=1}^{n} \widetilde{e}_{i}^{T} \sqrt{\operatorname{bcirc}\left(\mathcal{A}^{T} * \mathcal{A}\right)} \widetilde{e}_{i}, \tag{37}
\end{align*}
$$

where $\widetilde{e}_{i}=\operatorname{unfold}\left(E_{i}\right)=\left[e_{i}, 0, \ldots, 0\right]^{T} \in \mathbb{R}^{n p \times 1}, E_{i}=\operatorname{fold}\left(e_{i} \otimes I_{p}\right) \in \mathbb{R}^{n \times 1 \times p}$, and $e_{i}$ denotes the $i$ th canonical basis vector of $\mathbb{R}^{n}$.

Straightforward evaluation of (37) or (36) requires considerable computational effort when $n$ is large. A popular approach to reduce the computational burden is to use the stochastic trace estimator by Hutchinson [20]. Let $Z$ be a discrete random variable with values $\{-1,1\}$ with probability $1 / 2$ to achieve each value. Ubaru et al. [37] applied this stochastic trace estimator to approximate expressions of the form

$$
\operatorname{trace}(f(A))=\sum_{i=1}^{n_{A}} e_{i}^{T} f(A) e_{i}, \text { where } A \in \mathbb{R}^{n_{A} \times n_{A}}
$$

They considered a sequence of vectors, $\left\{v_{1}, v_{2}, \ldots, v_{s}\right\}$, where $v_{i} \in \mathbb{R}^{n_{A}}$. The entries of $v_{i}$ correspond to independent samples of $Z$. Then

$$
\operatorname{trace}(f(A)) \approx \frac{1}{s} \sum_{j=1}^{s} v_{i}^{T} f(A) v_{i} .
$$

We compute an approximation of (37) by the same technique and exploit the fact that the vectors $\left\{\widetilde{e}_{1}, \widetilde{e}_{2}, \ldots, \widetilde{e}_{n}\right\}$ have zero entries after the first $n$ entries. Define $s$ vectors $z_{1}, z_{2}, \ldots z_{s}, z_{i} \in \mathbb{R}^{n p}$, such that the first $n$ entries of each $z_{i}$ contain $n$ independent samples of $Z$, and zeros elsewhere, i.e.,

$$
z_{i}=\left[\begin{array}{c}
\mathbf{z}_{i} \\
0 \\
\vdots \\
0
\end{array}\right], \quad i=1,2, \ldots, s
$$

where the subvectors $\mathbf{z}_{i} \in \mathbb{R}^{n}$ are generated by $n$ independent samples of $Z$. Then (37) can be approximated by

$$
\sum_{i=1}^{n} \widetilde{e}_{i}^{T} \sqrt{\operatorname{bcirc}\left(\mathcal{A}^{T} * \mathcal{A}\right)} \widetilde{e}_{i} \approx \frac{1}{s} \sum_{i=1}^{s} z_{i}^{T} \sqrt{\operatorname{bcirc}\left(\mathcal{A}^{T} * \mathcal{A}\right)} z_{i}
$$

Letting $Z_{i}=\operatorname{fold}\left(z_{i}\right) \in \mathbb{R}^{n \times 1 \times p}, i=1,2, \ldots, s$, we obtain

$$
\begin{align*}
\|A\|_{\star} & \approx \frac{1}{s} \sum_{i=1}^{s} z_{i}^{T} \sqrt{\operatorname{bcirc}\left(\mathcal{A}^{T} * \mathcal{A}\right)} z_{i}=\frac{1}{s} \sum_{i=1}^{s}\left(Z_{i}^{T} * \sqrt{\mathcal{A}^{T} * \mathcal{A}} * Z_{i}\right)^{(1)} \\
& \approx \frac{1}{s} \operatorname{trace}_{(1)}\left(\mathcal{V}^{T} * \sqrt{\mathcal{A}^{T} * \mathcal{A}} * \mathcal{V}\right) \tag{38}
\end{align*}
$$

where $\mathcal{V}=\left[Z_{1}, Z_{2}, \ldots, Z_{s}\right] \in \mathbb{R}^{n \times s \times p}$.
The right-hand side of (38) is a particular case of the generalized tensor function (16) when $f(t)=t^{2}$, i.e., $g(t)=\sqrt{t}$. Therefore, the proposed methods can be applied to the approximation of the tensor nuclear norm. For both TTGLM and TTGGKM, the fixed node $\xi$ associated with the Gauss-Radau quadrature rules is set to $\xi=0$. Then we have the bounds

$$
\mathcal{R}_{k+1}^{L a n, \xi}(g) \leq \mathcal{I}_{s}(g) \leq \mathcal{G}_{k}^{L a n}(g)
$$

and

$$
\mathcal{R}_{k+1}^{G K, \xi}(g) \leq \mathcal{I}_{s}(g) \leq \mathcal{G}_{k}^{G K}(g)
$$

Table 3 Example 1: Approximation of the tensor nuclear norm

| Tensors | Methods | Time | Iterations | TNN Comp. | Rel. Err. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{A}_{1}$ | TTGLM | 2.49 | 12 | $3.8403 \cdot 10^{3}$ | 0.0102 |
| $n=1133$ | TTGGKM | 3.12 | 12 | $3.8403 \cdot 10^{3}$ | 0.0102 |
| $p=3, s=20$ | t-SVD | 7.05 | -- | $3.8799 \cdot 10^{3}$ | -- |
| $\mathcal{A}_{2}$ | TTGLM | 13.26 | 15 | $5.7763 \cdot 10^{3}$ | 0.0015 |
| $n=2642$ | TTGGKM | 20.32 | 15 | $5.7763 \cdot 10^{3}$ | 0.0015 |
| $p=3, s=20$ | t-SVD | 65.44 | -- | $5.7847 \cdot 10^{3}$ | -- |
| $\mathcal{A}_{3}$ | TTGLM | 43.57 | 11 | $9.6701 \cdot 10^{3}$ | 0.0023 |
| $n=5488$ | TTGGKM | 72.78 | 11 | $9.6701 \cdot 10^{3}$ | 0.0023 |
| $p=3, s=20$ | t-SVD | 206.35 | -- | $9.6484 \cdot 10^{3}$ | -- |
| $\mathcal{A}_{4}$ | TTGLM | 190.52 | 17 | $1.0189 \cdot 10^{4}$ | 0.0208 |
| $n=6927$ | TTGGKM | 222.43 | 17 | $1.0189 \cdot 10^{4}$ | 0.0208 |
| $p=3, s=20$ | t-SVD | 719.76 | -- | $9.9809 \cdot 10^{3}$ | -- |

for every $k$, where $\mathcal{R}_{k+1}^{L a n, \xi}(g), \mathcal{G}_{k}^{L a n}(g), \mathcal{R}_{k+1}^{G K, \xi}(g)$, and $\mathcal{G}_{k}^{G K}(g)$ are defined by (27), (26), (34), and (33), respectively; see Tables 1 and 2 for details.

Example 1: We consider four real-world networks that can be found in the Suite Sparse Matrix Collection [5]. The tensors in this example have three frontal slices, each of which corresponds to the adjacency matrix for a graph. When the adjacency matrices $A_{1}, A_{2}$, and $A_{3}$ do not have the same size, we let $n=$ $\max \left\{n_{1}, n_{2}, n_{3}\right\}$, where $n_{i}$ is the size of $A_{i}$ and zero-pad the matrices $A_{i}$ as necessary. We will use four $n \times n \times 3$ tensors $\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}$, and $\mathcal{A}_{4}$ defined as follows

$$
\begin{aligned}
& \mathcal{A}_{1}=\text { fold }\left(\left[\begin{array}{c}
\text { Roget } \\
\text { delaunay_n10 } \\
\text { email }
\end{array}\right]\right), \mathcal{A}_{2}=\text { fold }\left(\left[\begin{array}{c}
\text { CSphd } \\
\text { yeast } \\
\text { minnesota }
\end{array}\right]\right), \\
& \mathcal{A}_{3}=\text { fold }\left(\left[\begin{array}{c}
\text { EPA } \\
\text { power } \\
\text { Erdos972 }
\end{array}\right]\right), \quad \mathcal{A}_{4}=\text { fold }\left(\left[\begin{array}{c}
\text { Erdos992 } \\
\text { p2p-Gnutella08 } \\
\text { Erdos02 }
\end{array}\right]\right) .
\end{aligned}
$$

We apply the TTGLM and TTGGKM methods to obtain approximations of tensor nuclear norms using the right-hand side of (38), and set $\epsilon<2 \cdot 10^{-2}$ and $I_{\max }=50$ for both Algorithms 3 and 5. The number of sample fibers $s$ is set to be 20 . We also compute the exact tensor nuclear norm (35) by using the t-SVD [27]. Table 3 reports the required CPU time (Time) in seconds, the number of iterations (Iterations), the computed approximation of the tensor nuclear norm (TNN Comp.), and the relative error (Rel. Err.) in the computed approximate solutions; we here consider the nuclear norm determined by the t-SVD to be exact. Table 3 also reports the required CPU time (Time) in seconds to find the exact tensor nuclear norm (TNN Comp.) using the t-SVD. As can be seen from this table, the computational cost for the t-SVD is much higher than for the TTGLM and TTGGKM methods. The table shows both the TTGLM and TTGGKM methods to determine approximations of about the same quality for the chosen tensors. However, the TTGGKM method demands more CPU time than the TTGLM method to approximate the tensor nuclear norm.

To illustrate the quality of the computed bounds of the left-hand side of (38) determined by pairs of Gauss and Gauss-Radau quadrature rules associated with the TTGLM and TTGGKM methods, we consider the tensors $\mathcal{A}_{2}$ and $\mathcal{A}_{3}$. Figures 1 and 2 show the upper and lower bounds determined by Algorithms 3 and 5 versus


Fig. 1 Upper and lower bounds for $\frac{1}{s} \operatorname{trace}_{(1)}\left(\mathcal{V}^{T} * \sqrt{\mathcal{A}_{2}^{T} * \mathcal{A}_{2}} * \mathcal{V}\right) \approx\left\|\mathcal{A}_{2}\right\|_{\star}$.
the number of iterations. The figures illustrate the effectiveness of the quadrature rules to bracket the tensor nuclear norm.

Example 2 (Application to image completion): The need to evaluate a tensor nuclear norm also arises in color image completion. The minimization of the tensor nuclear norm then often is combined with regularization. Image completion enhances the quality of a given incomplete image by solving the optimization problem

$$
\begin{equation*}
\underset{\mathcal{A}}{\arg \min }\|\mathcal{A}\|_{*}+\lambda \mathcal{R}(\mathcal{A}) \tag{39}
\end{equation*}
$$

where $\lambda$ is a regularization parameter and $\lambda \mathcal{R}(\mathcal{A})$ denotes a low-rank regularization term; see $[2,16,10,38]$ for discussions on different regularization procedures. In this example, we are interested in tensor completion using the tensor nuclear norm and the second order total variation technique ( $\mathrm{TNN}-\mathrm{TV}_{2}$ ) discussed and studied in [2]. The low-rank regularization term in this approach is given by

$$
R(\mathcal{A})=\boldsymbol{T} \boldsymbol{V}_{2}(\mathcal{A})=\|\left(T V_{2}\left(\mathcal{A}^{(1)}\right), T V_{2}\left(\mathcal{A}^{(2)}\right), \ldots, T V_{2}\left(\mathcal{A}^{(p)}\right) \|_{2}\right.
$$

where

$$
T V_{2}\left(\mathcal{A}^{(k)}\right)=\sum_{i=1}^{n} \sum_{j=1}^{n} \sqrt{\left(D_{2}^{1} \mathcal{A}^{(k)}\right)_{i, j}^{2}+\left(D_{2}^{2} \mathcal{A}^{(k)}\right)_{i, j}^{2}}, \quad k=1,2, \ldots, p .
$$

The matrices $D_{2}^{1}$ and $D_{2}^{2}$ are defined as follows:

$$
D_{2}^{1} \mathcal{A}^{(k)}=\mathcal{A}^{(k)} C_{n} \quad \text { and } D_{2}^{2} \mathcal{A}^{(k)}=C_{m} \mathcal{A}^{(k)},
$$



Fig. 2 Upper and lower bounds for $\frac{1}{s} \operatorname{trace}_{(1)}\left(\mathcal{V}^{T} * \sqrt{\mathcal{A}_{3}^{T} * \mathcal{A}_{3}} * \mathcal{V}\right) \approx\left\|\mathcal{A}_{3}\right\|_{\star}$.
with

$$
C_{i}=\frac{1}{2}\left[\begin{array}{cccccc}
-2 & 1 & 0 & 0 & \ldots & 1 \\
1 & -2 & 1 & 0 & \ldots & 0 \\
0 & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & \ldots & 1 & -2 & 1 \\
1 & \ldots & \ldots & 0 & 1 & -2
\end{array}\right] \in \mathbb{R}^{i \times i}, \quad i \in\{m, n\}
$$

Moreover, the authors of [2] apply the Alternating Direction Method of Multipliers (ADMM) to solve the optimization problem (39) based on the TNN-TV ${ }_{2}$ technique where the approximation of tensor nuclear norms is required. The implementation of TNN-TV 2 is described in algorithm [2, Algorithm 5]. The convergence analysis of this algorithm is also detailed in [2].

We consider three color images: Airplane, Brezinski, and fruits. They are represented by tensors of size $512 \times 512 \times 3$. Each frontal slice is a the matrix of that gives the color saturation in red, green, or blue. We illustrate the performance of TTGLM and TTGGKM when applied to approximate the tensor nuclear norm in (39). The recovered images are determined with the TNN- $T V_{2}$ algorithm in [2]. Only $10 \%$ of the pixels of the available given images are assumed to be known. We would like to determine approximations of the remaining $90 \%$ of the pixels. We use the same configuration parameters as in [2]. Figure 3 displays the "original" uncorrupted images, the available "observed" images, and the restored images obtained with the TNN- $T V_{2}$ algorithm. The unknown pixel values for each color in the available images are set to zero. The pixel value zero corresponds to black. The TTGLM and TTGGKM methods are applied to obtain approximations of


Fig. 3 Original, observed, and restored images.
the tensor nuclear norm using the right-hand sides of (38), where the number of sample fibers $s$ is set to $10\left(\mathcal{V} \in \mathbb{R}^{n \times s \times p}\right)$. We let $\epsilon<2 \cdot 10^{-2}$ and $I_{\max }=70$ for both Algorithms 3 and 5. Table 4 displays the results obtained with the TTGLM, TTGGKM, and the t-SVD method. The tables shows the proposed methods to require less CPU time than the $t$-SVD and to require fewer iterations to satisfy the stopping criterion. Figures 4 and 5 show the upper and lower bounds for the approximation $\frac{1}{s} \operatorname{trace}_{(1)}\left(\mathcal{V}^{T} * \sqrt{\mathcal{A}^{T} * \mathcal{A}} * \mathcal{V}\right)$ obtained for the Brezinski image.

## 5 Conclusion

This paper proposes the tensor global Lanczos method and the tensor global Golub-Kahan bidiagonalization method based on the tensor t-product. Gauss and Gauss-Radau quadrature rules are applied to compute upper and lower bounds for quantities of the form (16) associated with generalized tensor functions. Applications to the computation of the tensor nuclear norm are described. The computed examples illustrate the effectiveness of the proposed methods.
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Fig. 4 Upper and lower bounds for $\frac{1}{s} \operatorname{trace}_{(1)}\left(\mathcal{V}^{T} * \sqrt{\mathcal{A}^{T} * \mathcal{A}} * \mathcal{V}\right) \approx\|\mathcal{A}\|_{\star}$ for the observed Brezinski image.


Fig. 5 Upper and lower bounds for $\frac{1}{s} \operatorname{trace}_{(1)}\left(\mathcal{V}^{T} * \sqrt{\mathcal{A}^{T} * \mathcal{A}} * \mathcal{V}\right) \approx\|\mathcal{A}\|_{\star}$ for the recovered Brezinski image.

Table 4 Example 2: Approximation of the tensor nuclear norm

| Images | Methods | Time | Iterations | TNN Comp. | Rel. Err. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| airplan (Observed) | TTGLM | 0.53 | 6 | $1.2371 \cdot 10^{6}$ | 0.0067 |
| $m=n=512$ | TTGGKM | 0.61 | 6 | $1.2371 \cdot 10^{6}$ | 0.0067 |
| $p=3, s=10$ | t-SVD | 0.83 | -- | $1.2455 \cdot 10^{6}$ | -- |
| airplan (Recovered) | TTGLM | 0.82 | 15 | $1.0453 \cdot 10^{6}$ | 0.0193 |
| $m=n=512$ | TTGGKM | 0.94 | 15 | $1.0453 \cdot 10^{6}$ | 0.0193 |
| $p=3, s=10$ | t-SVD | 1.02 | -- | $1.0981 \cdot 10^{6}$ | -- |
| fruits (Observed) | TTGLM | 0.35 | 7 | $1.0973 \cdot 10^{6}$ | 0.0064 |
| $m=n=512$ | TTGGKM | 0.64 | 7 | $1.0973 \cdot 10^{6}$ | 0.0064 |
| $p=3, s=10$ | t-SVD | 0.97 | -- | $1.1044 \cdot 10^{6}$ | -- |
| fruits (Recovered) | TTGLM | 0.55 | 18 | $1.0047 \cdot 10^{6}$ | 0.0031 |
| $m=n=512$ | TTGGKM | 0.83 | 18 | $1.0047 \cdot 10^{6}$ | 0.0031 |
| $p=3, s=10$ | t-SVD | 1.01 | -- | $1.0078 \cdot 10^{6}$ | -- |
| Brezinski $($ Observed $)$ | TTGLM | 0.46 | 9 | $7.1899 \cdot 10^{5}$ | 0.0029 |
| $m=n=512$ | TTGGKM | 0.69 | 9 | $7.1899 \cdot 10^{5}$ | 0.0029 |
| $p=3, s=10$ | t-SVD | 0.86 | -- | $7.1693 \cdot 10^{5}$ | -- |
| Brezinski $($ Recovered $)$ | TTGLM | 0.56 | 24 | $6.5854 \cdot 10^{5}$ | 0.0319 |
| $m=n=512$ | TTGGKM | 0.83 | 24 | $6.5854 \cdot 10^{5}$ | 0.0319 |
| $p=3, s=10$ | t-SVD | 0.94 | -- | $6.8022 \cdot 10^{5}$ | -- |
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