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## CHAPTER 1

## Introduction and Motivation

In this chapter, we establish the context for the main results of this dissertation. Let $F$ be a field of characteristic $p$ and order $q$. Let $R$ be a finite-dimensional associative $F$-algebra and $J=J(R)$ the Jacobson radical of $R$. (So $J$ is a finite-dimensional, nilpotent, associative $F$-algebra.) If $G=1+J$, then $G$ is a finite $p$-group. Groups of this form are called $F$-algebra groups, or simply, algebra groups. (We will assume this notation throughout this chapter.)

A family of examples is provided by the upper-triangular $n \times n$ matrices over $F$, for a fixed positive integer $n$. The Jacobson radical, $J$, of the algebra of all such matrices is the set of strictly upper-triangular matrices over $F$. Thus, $G=1+J$ is the set of unipotent upper-triangular matrices, those with 1's along the main diagonal, often denoted $U T_{n}(F)$.

The subgroups of $G=1+J$ are of the form $1+X$, where $X$ is a subset of $J$ closed under the operation

$$
\begin{equation*}
(x, y) \mapsto x+y+x y \tag{1.1}
\end{equation*}
$$

In particular, $X$ need not be an algebra. On the other hand, if $L$ is a subalgebra of $J$, then $L$ is certainly closed under (1.1). In this case, we call $1+L$ an algebra subgroup of $G$. If $H \leqslant G$ such that $|H \cap K|$ is a $q$-power for all algebra subgroups $K$ of $G$, then we say $H$ is a strong subgroup of $G$.

Since algebra subgroups have $q$-power order and since the collection of algebra subgroups of $G$ is closed under intersection, it follows that algebra subgroups are strong.

However, the converse is not true. For example, the subgroup

$$
H=\left\{\left.\left(\begin{array}{llc}
1 & \alpha & \binom{\alpha}{2} \\
0 & 1 & \alpha \\
0 & 0 & 1
\end{array}\right) \right\rvert\, \alpha \in F\right\}
$$

is a strong subgroup but not an algebra subgroup of the algebra group $U T_{3}(F)$ for $p>2$. Here $\binom{\alpha}{2}=\frac{\alpha(\alpha-1)}{2}$ and, more generally, for $k$ an integer with $0<k<p$ and $\alpha \in F$,

$$
\binom{\alpha}{k}=\frac{\alpha(\alpha-1) \cdots(\alpha-k+1)}{k!}
$$

denotes the generalized binomial coefficient.
Algebra groups and related notions were introduced by Isaacs (1995) to solve a longstanding problem about the character degrees* of the upper-triangular matrix groups. Strong subgroups played a key role in Isaacs's proof of that result.

In the same paper, Isaacs showed that certain inertia subgroups of characters of algebra groups are strong (Theorems 6.1 and 8.3). An inertia subgroup is the stabilizer of a point under the action of the group by conjugation on the set of irreducible characters of a normal subgroup. Of course, a group $G$ also acts on its subgroups by conjugation. Recall that the stabilizer of a subgroup $H$ under this action is known as the normalizer of $H$, denoted $\mathbf{N}_{G}(H)$. That is,

$$
\mathbf{N}_{G}(H)=\left\{g \in G: H^{g}=H\right\} .
$$

In light of the results of Isaacs about character stabilizers, it is natural to ask if normalizers of algebra subgroups of algebra groups are strong. This is the question considered in Chapter 4. The tools used to answer the question will be power series.

The first of these is the exponential series. If $x \in J$ with $x^{p}=0$, then the usual exponential

[^0]series
$$
\exp x=1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\cdots
$$
is defined, since it terminates before any division by zero. In fact, if $J^{p}=0, \exp$ defines a bijection $J \rightarrow 1+J$ with inverse $\log : 1+J \rightarrow J$ given by the Mercator series
$$
\log (1+x)=x-\frac{x^{2}}{2}+\frac{x^{3}}{3}-\cdots,
$$
for $x \in J$.
For $x \in J$ with $x^{p}=0$ and $\alpha \in F$, define $(1+x)^{\alpha}=\exp (\alpha \log (1+x)) \in G$, or equivalently,
$$
(1+x)^{\alpha}=1+\alpha x+\binom{\alpha}{2} x^{2}+\binom{\alpha}{3} x^{3}+\cdots .
$$

If we define $(1+x)^{F}$ by

$$
(1+x)^{F}=\left\{(1+x)^{\alpha}: \alpha \in F\right\},
$$

then $(1+x)^{F}$ is a subgroup of $G$, called an $F$-exponent subgroup. More is true.

Proposition 1.1. If $x \in J$ with $x^{p}=0$, then $(1+x)^{F}$ is a subgroup of $G$ containing $1+x$. If $x \neq 0$, then $(1+x)^{F}$ is isomorphic to the additive group of $F$. Moreover, distinct $F$-exponent subgroups intersect trivially. Finally, every algebra subgroup of $G$ of exponent $p$ is the union of its distinct $F$-exponent subgroups.

Proof. This is Corollary 5.2 of (Isaacs, 1995).
Notice that if we define $\exp (F \hat{x})=\{\exp (\alpha \hat{x}): \alpha \in F\}$, then $(1+x)^{F}=\exp (F \hat{x})$ for $\hat{x}=\log (1+x)$, so we may denote $F$-exponent subgroups by $(1+x)^{F}$ or by $\exp (F \hat{x})$, as convenient.

Let $H$ be a subgroup of $G$ of exponent $p$. We say $H$ is exponentially closed if $\exp (F x) \subseteq H$ whenever $\exp (x) \in H$. Isaacs (1995) called these subgroups partitioned subgroups because they are equally partitioned in the sense defined in (Isaacs, 1973). It follows from Proposition
1.1 that $F$-exponent subgroups and algebra subgroups of exponent $p$ are exponentially closed and that the intersection of exponentially closed subgroups is itself exponentially closed.

The next result is central to $\S 4.1$, where we give an affirmative answer to the question about normalizers in the case where $J^{p}=0$.

Proposition 1.2. If $G$ is an algebra group, then every exponentially closed subgroup of $G$ is strong.

Proof. This is Lemma 5.3 of (Isaacs, 1995).

The notions of $F$-exponent and exponentially closed subgroups are of limited use in an algebra group whose exponent exceeds its characteristic. Therefore, we set out to generalize these ideas using different power series. In fact, other power series have been used in similar circumstances. Character degree results analogous to those of Isaacs (1995) but for other classical matrix groups were given by Previtali (1995). He used the power series

$$
\sigma(x)=x+\sqrt{1+x^{2}}=x+\sum_{k=0}^{\infty} \frac{(-1)^{k-1}}{2^{2 k-1}} C_{k-1} x^{2 k},
$$

where $C_{n}=\frac{1}{n+1}\binom{2 n}{n} \in \mathbb{Z}^{\dagger}$ is the $n$-th Catalan number for $n \geqslant 0$ and $C_{-1}=-\frac{1}{2}$. This series is defined in odd characteristic only, but these results were known to be false for $p=2$, anyway. Previtali obtained his results about character degrees by using this power series to show that certain sections of the groups are strong. Previtali (1999) later used truncated exponential series to prove similar results for sizes of certain conjugacy classes in classical groups.

For our purposes, we wanted a power series, or family of power series, that could be used in any characteristic and in algebra groups of arbitrarily large exponent. The truncated exponential series do not have the properties we need. Fortunately, there is a generalization of the exponential series called the Artin-Hasse exponential series that suits our purpose,

[^1]found in the number theory literature. In Chapter 2, we provide the background material needed to prove that the Artin-Hasse exponential series has the desired properties. This includes some elementary results about the ring of Witt vectors. In Chapter 3, we develop analogs of $F$-exponent subgroups and exponentially closed subgroups for the Artin-Hasse exponential series. In Chapter 4, we use these tools to show when normalizers of algebra subgroups are strong and when there are counter-examples.

As we have seen, strong subgroups play an important role in the results of Isaacs (1995) and Previtali (1995) about character degrees in classical groups. More recently, André (2010) has obtained similar results in a more general setting by showing that certain fixed-point subgroups are strong. These results as well as our results in Chapter 4 motivate the study of strong subgroups in Chapter 5. Here again, we use power series, but this time the series can be much more general.

## CHAPTER 2

## Witt Vectors and the Artin-Hasse Exponential Series

In this chapter, we provide the background needed to develop the Artin-Hasse exponential series. In $\S 2.1$, we define Witt vectors and prove that they form a ring. In $\S 2.2$, we define the $p$-adic Artin-Hasse exponential series $E_{p}$ and prove that its coefficients are $p$-integral.

### 2.1 Witt vectors

The purpose of this section is to develop needed aspects of the theory of Witt vectors that, though elementary, might not be familiar to the reader. The approach is based in large part on Hazewinkel (2009). While proofs have been elaborated, definitions and statements of results have been streamlined for the present setting. In particular, the current treatment is entirely formula-based. However, the theory can be developed in greater generality and with greater sophistication via category theory. (See, for example, Hazewinkel (2009), Lenstra (2002), and Rabinoff (2007).)

Fix $p$, a prime. Let $X=\left(X_{0}, X_{1}, X_{2}, \ldots\right)$, where the $X_{i}$ are commuting indeterminates. The (p-adic) Witt polynomials are defined to be

$$
\begin{aligned}
w_{0}(X) & =X_{0} \\
w_{1}(X) & =X_{0}^{p}+p X_{1} \\
w_{2}(X) & =X_{0}^{p^{2}}+p X_{1}^{p}+p^{2} X_{2} \\
& \vdots \\
w_{n}(X) & =X_{0}^{p^{n}}+p X_{1}^{p^{n-1}}+\cdots+p^{n} X_{n},
\end{aligned}
$$

In this context, we define the weight of the indeterminate $X_{i}$ to be $p^{i}$ and the weight of $X_{i}^{p^{j}}$ to be $p^{i} p^{j}=p^{i+j}$. The weight of a monomial is the sum of the weights of its indeterminates. A polynomial all of whose monomials have the same weight $p^{k}$ is said to be isobaric of weight $p^{k}$. Thus, the $n$-th Witt polynomial, $w_{n}$, is isobaric of weight $p^{n}$.

Let $A$ be a commutative ring with identity, equipped with the discrete topology*. Define

$$
W(A)=\prod_{i=0}^{\infty} A \quad \text { and }(\text { for } l=0,1,2, \ldots) \quad W_{l}(A)=\prod_{i=0}^{l} A .
$$

For each nonnegative integer $l$, consider the surjective homomorphisms $W_{l+1}(A) \rightarrow W_{l}(A)$ given by

$$
\left(a_{0}, a_{1}, \ldots, a_{l}, a_{l+1}\right) \mapsto\left(a_{0}, a_{1}, \ldots, a_{l}\right),
$$

and $W(A) \rightarrow W_{l}(A)$ given by

$$
\left(a_{0}, a_{1}, \ldots, a_{l}, a_{l+1}, \ldots\right) \mapsto\left(a_{0}, a_{1}, \ldots, a_{l}\right) .
$$

Since these homomorphisms are mutually compatible, there is a natural homomorphism $W(A) \rightarrow \lim _{\leftarrow} W_{l}(A)$, the inverse limit. In fact, this is an isomorphism. Thus, we may view $W(A)$ as being endowed with the inverse limit topology, the coarsest topology in which all these maps are continuous.

The main goal of this section is to put a ring structure on $W(A)$ and each $W_{l}(A)$ so the Witt polynomials are (continuous) ring homomorphisms from any of these products to $A$. Since this is possible, $W(A)$ is called the ring of ( $p$-adic) Witt vectors and $W_{l}(A)$ is called the ring of ( $p$-adic) Witt vectors of length $l .{ }^{\dagger}$ The $i$-th component, $a_{i}$, of the element $a=\left(a_{0}, a_{1}, a_{2}, \ldots\right)$ of $W(A)$ (or $\left.W_{l}(A)\right)$ is called the $i$-th Witt component of $a$, while the value $w_{n}(a) \in A$ is called the $n$-th ghost component of $a$.

[^2]All Witt vectors considered here are $p$-adic Witt vectors. Although only finite-length Witt vectors will be needed, it is convenient to develop the theory for Witt vectors of infinite length.

Lemma 2.1. Let $\psi(X)=\psi\left(X_{0}, X_{1}, \ldots\right)$ be a polynomial in commuting indeterminates with integer coefficients. Write $\psi\left(X^{p}\right)=\psi\left(X_{0}^{p}, X_{1}^{p}, \ldots\right)$. Then
(a) $\psi\left(X^{p}\right) \equiv \psi(X)^{p} \bmod p ;$
(b) $\psi\left(X^{p}\right)^{p^{j}} \equiv \psi(X)^{p^{j+1}} \bmod p^{j+1}$.

Proof. For the first part, write $\psi(X)=M_{0}+M_{1}+\cdots+M_{n-1}+M_{n}$, where $M_{0}, \ldots, M_{n}$ are monomials in the $X_{i}$. It follows that

$$
\begin{aligned}
\psi(X)^{p} & =\left[\left(M_{0}+M_{1}+\cdots+M_{n-1}\right)+M_{n}\right]^{p} \\
& \equiv\left(M_{0}+M_{1}+\cdots+M_{n-1}\right)^{p}+M_{n}^{p} \quad \bmod p
\end{aligned}
$$

since the middle terms are all congruent to zero modulo $p$ by the Binomial Theorem. So by induction,

$$
\psi(X)^{p} \equiv M_{0}^{p}+M_{1}^{p}+\cdots+M_{n-1}^{p}+M_{n}^{p} \quad \bmod p .
$$

Now each monomial $M$ is of the form $M=c X_{i_{1}}^{e_{1}} X_{i_{2}}^{e_{2}} \cdots X_{i_{k}}^{e_{k}}$, where $X_{i_{j}} \in\left\{X_{0}, X_{1}, \ldots\right\}, e_{j} \in \mathbb{Z}^{+}$, and $c$ is an integer (by hypothesis). So

$$
\begin{aligned}
M^{p} & =c^{p} X_{i_{1}}^{p e_{1}} X_{i_{2}}^{p e_{2}} \cdots X_{i_{k}}^{p e_{k}} \\
& \equiv c X_{i_{1}}^{p e_{1}} X_{i_{2}}^{p e_{2}} \cdots X_{i_{k}}^{p e_{k}} \quad \bmod p
\end{aligned}
$$

since $c^{p} \equiv c \bmod p$ by Fermat's Little Theorem. Part (a) follows, forming the base step of an inductive argument for the second part.

For the inductive step, assume

$$
\psi\left(X^{p}\right)^{p^{j-1}} \equiv \psi(X)^{p^{j}} \quad \bmod p^{j}
$$

That is, there exists a polynomial $\theta(X)$ with integer coefficients such that

$$
\psi\left(X^{p}\right)^{p^{j-1}}=\psi(X)^{p^{j}}+p^{j} \theta(X) .
$$

Therefore,

$$
\begin{aligned}
\psi\left(X^{p}\right)^{p^{j}} & =\left[\psi(X)^{p^{j}}+p^{j} \theta(X)\right]^{p} \\
& =\psi(X)^{p^{j+1}}+p \psi(X)^{p^{j}} p^{j} \theta(X)+\cdots+\left(p^{j}\right)^{p} \theta(X)^{p} \\
& =\psi(X)^{p^{j+1}}+p^{j+1} \hat{\theta}(X) \\
& \equiv \psi(X)^{p^{j+1}} \bmod p^{j+1},
\end{aligned}
$$

where $\hat{\theta}(X)$ is a polynomial with integer coefficients. This proves part (b).

The following theorem is the key to most of the properties of Witt vectors we will need.

Theorem 2.2 ("The miracle of the Witt polynomials"). Let $\phi(U, V)$ be a polynomial over the integers in two commuting indeterminates. Let $X=\left(X_{0}, X_{1}, \ldots\right)$ and $Y=\left(Y_{0}, Y_{1}, \ldots\right)$ be commuting indeterminates. Then for $n=0,1, \ldots$, there are unique polynomials

$$
\phi_{n}(X ; Y)=\phi_{n}\left(X_{0}, \ldots, X_{n} ; Y_{0}, \ldots, Y_{n}\right)
$$

having integer coefficients such that, for all $n$,

$$
\begin{equation*}
w_{n}\left(\phi_{0}(X ; Y), \phi_{1}(X ; Y), \ldots, \phi_{n}(X ; Y)\right)=\phi\left(w_{n}(X), w_{n}(Y)\right) \tag{2.1}
\end{equation*}
$$

Proof. The miracle is that the coefficients are all integers; existence and uniqueness of the $\phi_{n}$ as polynomials over the rational numbers is evident once the notation is sorted out. Indeed, for $n=0$,

$$
\begin{aligned}
w_{0}\left(\phi_{0}(X ; Y)\right) & =\phi\left(w_{0}\left(X_{0}\right), w_{0}\left(Y_{0}\right)\right) \\
\phi_{0}(X ; Y) & =\phi\left(X_{0}, Y_{0}\right)
\end{aligned}
$$

When $n=1$,

$$
\begin{aligned}
w_{1}\left(\phi_{0}(X ; Y), \phi_{1}(X ; Y)\right) & =\phi\left(w_{1}\left(X_{0}, X_{1}\right), w_{1}\left(Y_{0}, Y_{1}\right)\right) \\
\phi_{0}(X ; Y)^{p}+p \phi_{1}(X ; Y) & =\phi\left(X_{0}^{p}+p X_{1}, Y_{0}^{p}+p Y_{1}\right) \\
\phi_{1}(X ; Y) & =\frac{1}{p}\left[\phi\left(X_{0}^{p}+p X_{1}, Y_{0}^{p}+p Y_{1}\right)-\phi_{0}(X ; Y)^{p}\right]
\end{aligned}
$$

Similarly, $\phi_{n}(X ; Y)$ lies in the algebra over $\mathbb{Z}\left[\frac{1}{p}\right] \subseteq \mathbb{Q}$ generated by $\phi$ and $\phi_{0}, \ldots, \phi_{n-1}$. Since $\phi$ is integral, so is $\phi_{0}$. Now suppose $\phi_{0}, \ldots, \phi_{n-1}$ are all integral. When equation (2.1) is expanded, the term $p^{n} \phi_{n}(X ; Y)$ on the left-hand side is the only term containing $\phi_{n}(X ; Y)$. Hence, the coefficients of $\phi_{n}(X ; Y)$ are all rational numbers whose denominators divide $p^{n}$.

Next, compare

$$
w_{n}(X)=X_{0}^{p^{n}}+p X_{1}^{p^{n-1}}+\cdots+p^{n-1} X_{n-1}^{p}+p^{n} X_{n}
$$

with

$$
\begin{aligned}
w_{n-1}\left(X^{p}\right) & =\left(X_{0}^{p}\right)^{p^{n-1}}+p\left(X_{1}^{p}\right)^{p^{n-2}}+\cdots+p^{n-1}\left(X_{n-1}^{p}\right)^{1} \\
& =X_{0}^{p^{n}}+p X_{1}^{p^{n-1}}+\cdots+p^{n-1} X_{n-1}^{p}
\end{aligned}
$$

to conclude

$$
w_{n}(X) \equiv w_{n-1}\left(X^{p}\right) \quad \bmod p^{n} .
$$

It follows that

$$
\begin{equation*}
\phi\left(w_{n}(X), w_{n}(Y)\right) \equiv \phi\left(w_{n-1}\left(X^{p}\right), w_{n-1}\left(Y^{p}\right)\right) \quad \bmod p^{n} \tag{2.2}
\end{equation*}
$$

Now the left-hand side of (2.2) is

$$
\begin{aligned}
\phi\left(w_{n}(X), w_{n}(Y)\right) & =w_{n}\left(\phi_{0}(X ; Y), \phi_{1}(X ; Y), \ldots, \phi_{n-1}(X ; Y), \phi_{n}(X ; Y)\right) \\
& =\phi_{0}(X ; Y)^{p^{n}}+\cdots+p^{n-1} \phi_{n-1}(X ; Y)^{p}+p^{n} \phi_{n}(X ; Y) .
\end{aligned}
$$

The right-hand side of (2.2) is

$$
\begin{aligned}
\phi\left(w_{n-1}\left(X^{p}\right), w_{n-1}\left(Y^{p}\right)\right) & =w_{n-1}\left(\phi_{0}\left(X^{p} ; Y^{p}\right), \phi_{1}\left(X^{p} ; Y^{p}\right), \ldots, \phi_{n-1}\left(X^{p} ; Y^{p}\right)\right) \\
& =\phi_{0}\left(X^{p} ; Y^{p}\right)^{p^{n-1}}+\cdots+p^{n-1} \phi_{n-1}\left(X^{p} ; Y^{p}\right) .
\end{aligned}
$$

By Lemma 2.1, for $0 \leqslant i \leqslant n-1$,

$$
\phi_{n-i}(X ; Y)^{p^{i}} \equiv \phi_{n-i}\left(X^{p} ; Y^{p}\right)^{p^{i-1}} \quad \bmod p^{i}
$$

and so

$$
p^{n-i} \phi_{n-i}(X ; Y)^{p^{i}} \equiv p^{n-i} \phi_{n-i}\left(X^{p} ; Y^{p}\right)^{p^{i-1}} \bmod p^{n} .
$$

Thus, the 0 -th through $(n-1)$-st terms of the left-hand side of $(2.2)$ are term-for-term congruent to the terms of the right-hand side. There is an additional term on the left-hand side, and so,

$$
p^{n} \phi_{n}(X ; Y) \equiv 0 \quad \bmod p^{n} .
$$

Therefore, the coefficients of $\phi_{n}(X ; Y)$ must in fact be integers.

Note that if $\phi(U, V)$ is homogeneous of degree $r$ and if, as usual, $X_{i}$ and $Y_{i}$ have weight $p^{i}$ (for $0 \leqslant i \leqslant n$ ), then equation (2.1) implies that $\phi_{n}(X, Y)$ is isobaric of weight $r p^{n}$. Also note that essentially the same proof as above would work if $\phi$ were a polynomial (or even a formal power series) in any number of commuting indeterminates. Versions for polynomials in one, two, and three indeterminates will be used in the proof of Theorem 2.6 below. Finally, since the $\phi_{i}$ are polynomials over $\mathbb{Z}$, they are universal in the sense that the same polynomials will work over any ring $A$ with identity.

Let $A$ be an arbitrary ring with identity. The ring operations in $W(A)$ and $W_{l}(A)$ will be defined in terms of addition and multiplication polynomials. As usual, $X=\left(X_{0}, X_{1}, \ldots\right)$ and $Y=\left(Y_{0}, Y_{1}, \ldots\right)$ denote commuting indeterminates. For $n \in\{0,1, \ldots\}$, define the ( $p$-adic)

Witt addition polynomials $s_{n}=s_{n}\left(X_{0}, \ldots, X_{n} ; Y_{0}, \ldots, Y_{n}\right)$ and the ( $p$-adic) Witt multiplication polynomials $m_{n}=m_{n}\left(X_{0}, \ldots, X_{n} ; Y_{0}, \ldots, Y_{n}\right)$ by

$$
\begin{align*}
w_{n}(s) & =w_{n}(X)+w_{n}(Y)  \tag{2.3}\\
\text { and } \quad w_{n}(m) & =w_{n}(X) w_{n}(Y),
\end{align*}
$$

where $s=\left(s_{0}, s_{1}, \ldots\right)$ and $m=\left(m_{0}, m_{1}, \ldots\right)$. It is not difficult to compute the first few addition polynomials explicitly. Indeed, when $n=0$,

$$
\begin{aligned}
w_{0}(s) & =w_{0}(X)+w_{0}(Y) \\
s_{0} & =X_{0}+Y_{0}
\end{aligned}
$$

For $n=1$,

$$
\begin{aligned}
w_{1}(s) & =w_{1}(X)+w_{1}(Y) \\
s_{0}^{p}+p s_{1} & =X_{0}^{p}+p X_{1}+Y_{0}^{p}+p Y_{1}, \\
\left(X_{0}+Y_{0}\right)^{p}+p s_{1} & =X_{0}^{p}+Y_{0}^{p}+p\left(X_{1}+Y_{1}\right)
\end{aligned}
$$

Solving for $s_{1}$, we obtain

$$
\begin{align*}
s_{1} & =\frac{X_{0}^{p}+Y_{0}^{p}-\left(X_{0}+Y_{0}\right)^{p}}{p}+\left(X_{1}+Y_{1}\right)  \tag{2.4}\\
& =X_{1}+Y_{1}-\sum_{i=1}^{p-1} \frac{1}{p}\binom{p}{i} X_{0}^{p-i} Y_{0}^{i}
\end{align*}
$$

From this it is apparent that $s_{0}$ and $s_{1}$, at least, have integer coefficients. Similarly, it is easy to see that $m_{0}$ and $m_{1}$ are integral by computing them directly from the ghost component equations. However, it is even easier to show that all the $s_{n}$ and $m_{n}$ are integral using Theorem 2.2, which we now do.

Corollary 2.3. The Witt addition and Witt multiplication polynomials exist, are unique, and have integer coefficients. Moreover, $s_{n}(X ; Y)=s_{n}(Y ; X)$ and $m_{n}(X ; Y)=m_{n}(Y ; X)$ for all
$X=\left(X_{0}, X_{1}, \ldots\right), Y=\left(Y_{0}, Y_{1}, \ldots\right)$, and $n \in\{0,1, \ldots\}$. Finally, $s_{n}(X ; Y)$ is isobaric of weight $p^{n}$ and $m_{n}(X ; Y)$ is isobaric of weight $2 p^{n}$.

Proof. Apply Theorem 2.2 to $\mathcal{S}(U, V)=U+V$ for the addition polynomials and to $\mathcal{M}(U, V)=U V$ for the multiplication polynomials. Since $\mathcal{S}(U, V)=U+V=V+U$ and the $s_{n}$ are unique, it follows that $s_{n}(X ; Y)=s_{n}(Y ; X)$. Similarly, $\mathcal{M}(U, V)=U V=V U$ implies $m_{n}(X ; Y)=m_{n}(Y ; X)$. The statement about the weights is a consequence of the remark immediately following the proof of Theorem 2.2.

Now let $a=\left(a_{0}, a_{1}, \ldots\right), b=\left(b_{0}, b_{1}, \ldots\right) \in W(A)\left(\right.$ or $\left.W_{l}(A)\right)$. Define Witt addition $\boxplus$ and Witt multiplication $\mathbb{Q}$ by

$$
\begin{aligned}
a \boxplus b & =\left(s_{0}\left(a_{0} ; b_{0}\right), s_{1}\left(a_{0}, a_{1} ; b_{0}, b_{1}\right), \ldots\right) \\
\text { and } \quad a \boxtimes b & =\left(m_{0}\left(a_{0} ; b_{0}\right), m_{1}\left(a_{0}, a_{1} ; b_{0}, b_{1}\right), \ldots\right) .
\end{aligned}
$$

These operations are clearly not the usual component-wise operations on the tuples. However, in the special case where the elements $a$ and $b$ have disjoint support (that is, for all $i, a_{i}=0$ or $b_{i}=0$ ), $a \boxplus b$ reduces to component-wise addition.

Proposition 2.4. If $a=\left(a_{0}, a_{1}, \ldots\right), b=\left(b_{0}, b_{1}, \ldots\right) \in W(A)$ (or $\left.W_{l}(A)\right)$ have disjoint support, then $a \boxplus b=\left(a_{0}+b_{0}, a_{1}+b_{1}, \ldots\right)$.

Proof. By universality of the Witt addition polynomials, it suffices to prove the lemma for $A=\mathbb{Z}$. Suppose $a=\left(a_{0}, a_{1}, \ldots\right), b=\left(b_{0}, b_{1}, \ldots\right) \in W(\mathbb{Z})$ (or $\left.W_{l}(\mathbb{Z})\right)$ have disjoint support. For $i \in\{0,1, \ldots\}$, set

$$
c_{i}=a_{i}+b_{i}= \begin{cases}a_{i} & \text { if } a_{i} \neq 0 \\ b_{i} & \text { if } a_{i}=0\end{cases}
$$

We wish to show $a \boxplus b=\left(c_{0}, c_{1}, \ldots\right)$.
Proceed by (strong) induction on the index of the component of the sum. For the base step, note that $s_{0}\left(a_{0} ; b_{0}\right)=a_{0}+b_{0}$. Next, suppose the first $n-1$ components of the sum
are $a_{0}+b_{0}, a_{1}+b_{1}, \ldots, a_{n-1}+b_{n-1}$, that is, $c_{0}, c_{1}, \ldots, c_{n-1}$. Consider the ghost component equation

$$
\begin{align*}
w_{n}(s(a ; b))= & w_{n}(a)+w_{n}(b),  \tag{2.5}\\
s_{0}^{p^{n}}+\cdots+p^{n-1} s_{n-1}^{p}+p^{n} s_{n}= & \left(a_{0}^{p^{n}}+\cdots+p^{n-1} a_{n-1}^{p}+p^{n} a_{n}\right) \\
& +\left(b_{0}^{p^{n}}+\cdots+p^{n-1} b_{n-1}^{p}+p^{n} b_{n}\right) \\
= & \left(a_{0}^{p^{n}}+b_{0}^{p^{n}}\right)+\cdots+\left(p^{n-1} a_{n-1}^{p}+p^{n-1} b_{n-1}^{p}\right) \\
& +\left(p^{n} a_{n}+p^{n} b_{n}\right) \\
= & c_{0}^{p^{n}}+\cdots+p^{n-1} c_{n-1}^{p}+p^{n} c_{n} .
\end{align*}
$$

The last equality holds since, for all $i, p^{i} a_{i}^{p^{n-i}}=0$ or $p^{i} b_{i}^{p^{n-i}}=0$. By the inductive hypothesis, $s_{i}(a ; b)=c_{i}$ for all $i=1, \ldots, n-1$. Thus, $p^{i} s_{i}^{p^{n-i}}=p^{i} c_{i}^{p^{n-i}}$ for all $i=1, \ldots, n-1$. After canceling these common terms from both sides of equation (2.5), we are left with $p^{n} s_{n}=$ $p^{n} c_{n}$. That is, $s_{n}(a ; b)=c_{n}=a_{n}+b_{n}$, as desired.

The following is an immediate corollary.

Corollary 2.5. The zero for the operation $\boxplus$ is $(0,0, \ldots)$, the Witt vector all of whose components are 0 .

This is a good place to state Witt's theorem on the structure of $W(A)$.

Theorem 2.6 (Witt). If $p$ is a prime and $A$ is a commutative ring with identity, then $W(A)$ and $W_{l}(A)$ with addition $\boxplus$ and multiplication $\boxtimes$ are commutative rings for all $l \in\{0,1, \ldots\}$. The zero element is $(0,0,0, \ldots)$ and the unit element is $(1,0,0, \ldots)$. Moreover, for all $n=0,1, \ldots$, the Witt polynomial $w_{n}$ is a ring homomorphism from $W(A)$ (or $W_{l}(A)$ ) to $A$.

Proof. By universality, it suffices to prove the theorem for $A=\mathbb{Z}$. We will check the ring axioms using ghost component equations and Theorem 2.2. In fact, some of the work has
already been done. Corollary 2.3 shows that both operations are commutative. Corollary 2.5 shows that $(0,0,0, \ldots)$ is the zero element.

Next, we will verify that $I=(1,0, \ldots, 0)$ is the multiplicative identity in $W(A)$. By the definition of the Witt polynomials, $w_{n}(I)=1$ for all $n$. Thus, for all $n$ and all $X=$ $\left(X_{0}, X_{1}, \ldots\right)$,

$$
\begin{equation*}
w_{n}(m(I ; X))=w_{n}(I) w_{n}(X)=1 \cdot w_{n}(X)=w_{n}(X) \tag{2.6}
\end{equation*}
$$

Now the polynomials $w_{n}$ are certainly not one-to-one, since the value of $w_{n}(a)$ depends only on the 0 -th through $n$-th components of $a$. However, for $a, b \in W(\mathbb{Z})$, it is true that $w_{n}(a)=w_{n}(b)$ for all $n$ if and only if $a=b$. Therefore, we conclude from equation (2.6) that $m(I ; X)=X$ for all $X$. That is, $I=(1,0,0, \ldots)$ is the unit element in $W(A)$.

Each remaining ring axiom can be proved using Theorem 2.2 (or a generalization) and an appropriate polynomial $\phi$. The left distributive law will be proved in detail to illustrate the method, while the others will be left to the reader. Note that the right distributive law follows from the left distributive law and commutativity of $\boxtimes$.

For the left distributive law, define $\phi(T, U, V)=T(U+V)=T U+T V$. Recall the polynomials $\mathcal{S}$ and $\mathcal{M}$ defined in the proof of Corollary 2.3. For $i=0,1, \ldots$, let $\phi_{i}(X, Y, Z)=$ $m_{i}(X ; s(Y ; Z))$. Then for all $n$,

$$
\begin{aligned}
w_{n}\left(\phi_{0}(X, Y, Z), \ldots, \phi_{n}(X, Y, Z)\right) & =w_{n}\left(m_{0}(X ; s(Y ; Z)), \ldots, m_{n}(X ; s(Y ; Z))\right) \\
& =\mathcal{M}\left(w_{n}(X), w_{n}(s(Y ; Z))\right) \\
& =w_{n}(X) \cdot w_{n}(s(Y ; Z)) \\
& =w_{n}(X) \cdot \mathcal{S}\left(w_{n}(X), w_{n}(Y)\right) \\
& =w_{n}(X) \cdot\left[w_{n}(Y)+w_{n}(Z)\right] \\
& =w_{n}(X) w_{n}(Y)+w_{n}(X) w_{n}(Z)
\end{aligned}
$$

Next, for $i=0,1, \ldots$, let $\psi_{i}(X, Y, Z)=s_{i}(m(X ; Y) ; m(X ; Z))$. Then for all $n$,

$$
\begin{aligned}
w_{n}\left(\psi_{0}(X, Y, Z), \ldots, \psi_{n}(X, Y, Z)\right) & =w_{n}\left(s_{0}(m(X ; Y) ; m(X ; Z)), \ldots, s_{n}(m(X ; Y) ; m(X ; Z))\right) \\
& =\mathcal{S}\left(w_{n}(m(X ; Y)), w_{n}(m(X ; Z))\right) \\
& =w_{n}(m(X ; Y))+w_{n}(m(X ; Z)) \\
& =\mathcal{M}\left(w_{n}(X), w_{n}(Y)\right)+\mathcal{M}\left(w_{n}(X), w_{n}(Z)\right) \\
& =w_{n}(X) w_{n}(Y)+w_{n}(X) w_{n}(Z) .
\end{aligned}
$$

Hence, the sequences $\phi_{0}, \phi_{1}, \ldots$ and $\psi_{0}, \psi_{1}, \ldots$ both satisfy the three-variable version of equation (2.1) for $\phi$. So by uniqueness, $\phi_{i}=\psi_{i}$ for all $i$. That is, $m_{i}(X ; s(Y ; Z))=$ $s_{i}(m(X ; Y) ; m(X ; Z))$ for all $i$.

Now if $a, b, c \in W(A)$ (or $\left.W_{l}(A)\right)$, where $a=\left(a_{0}, a_{1}, \ldots\right), b=\left(b_{0}, b_{1}, \ldots\right)$, and $c=$ $\left(c_{0}, c_{1}, \ldots\right)$, then

$$
\begin{aligned}
a \boxtimes(b \boxplus c) & =\left(m_{0}(a ; s(b ; c)), m_{1}(a ; s(b ; c)), \ldots\right) \\
& =\left(s_{0}(m(a ; b) ; m(a ; c)), s_{1}(m(a ; b) ; m(a ; c)), \ldots\right) \\
& =(a \boxtimes b) \boxplus(a \boxtimes c) .
\end{aligned}
$$

This proves the left distributive law of $\boxtimes$ over $\boxplus$.
The polynomials needed for the remaining axioms are
additive inverses : $\phi(U)=-U$,
associativity of $⿴ 囗: \phi(T, U, V)=(T+U)+V=T+(U+V)$,
associativity of $\mathbb{Q}: \phi(T, U, V)=(T U) V=T(U V)$.

The statement that the Witt polynomials are ring homomorphisms follows from equations (2.3), which define the addition and multiplication polynomials.

This completes the main goal of this section. We need one additional tool related to Witt
vectors. The Verschiebung ${ }^{\ddagger} V$ is defined on $W(A)$ by

$$
V\left(a_{0}, a_{1}, \ldots\right)=\left(0, a_{0}, a_{1}, \ldots\right)
$$

and on $W_{l}(A)$ by

$$
V\left(a_{0}, a_{1}, \ldots, a_{l-2}, a_{l-1}\right)=\left(0, a_{0}, a_{1}, \ldots, a_{l-2}\right) .
$$

The Verschiebung is not generally a ring endomorphism because it is not multiplicative. However, it is additive, as we now show.

Lemma 2.7. The Verschiebung is a group homomorphism from the additive group of $W(A)$ (or $W_{l}(A)$ ) into itself.

Proof. We will prove this in the universal case $A=\mathbb{Z}$. The result for a general ring $A$ then follows. For $\left(a_{0}, a_{1}, a_{2}, \ldots\right) \in W(\mathbb{Z})$ (or $W_{l}(\mathbb{Z})$ ), consider the ghost component

$$
\begin{aligned}
w_{n}(V(a)) & =w_{n}\left(0, a_{0}, a_{1}, \ldots\right) \\
& =0^{p^{n}}+p a_{0}^{p^{n-1}}+p^{2} a_{1}^{p^{n-2}}+\cdots+p^{n} a_{n-1} \\
& =p\left(a_{0}^{p^{n-1}}+p a_{1}^{p^{n-2}}+\cdots+p^{n-1} a_{n-1}\right) \\
& =p w_{n-1}(a) .
\end{aligned}
$$

Thus, for all $a, b \in W(\mathbb{Z})$,

$$
\begin{aligned}
w_{n}(V(a \boxplus b)) & =p w_{n-1}(a \boxplus b) \\
& =p\left(w_{n-1}(a)+w_{n-1}(b)\right) \\
& =p w_{n-1}(a)+p w_{n-1}(b) \\
& =w_{n}(V(a))+w_{n}(V(b)) \\
& =w_{n}(V(a) \boxplus V(b)) .
\end{aligned}
$$

Since this is true for all $n$, we may conclude $V(a \boxplus b))=V(a) \boxplus V(b)$.

[^3]For $k>0$, denote by $V^{k}$ the composition of $V$ with itself $k$ times, which has the effect of shifting each Witt component $k$ positions to the right. Define $V^{0}$ to be the identity map. It will be useful to express an arbitrary Witt vector as a sum of Witt vectors having at most one nonzero component. Recall that $W(A)$ is endowed with the inverse limit topology in which an infinite series converges if and only if its terms tend to zero.

Lemma 2.8. If $\left(a_{0}, a_{1}, \ldots\right) \in W(A)$, then $\left(a_{0}, a_{1}, \ldots\right)=\square_{i=0}^{\infty} V^{i}\left(a_{i}, 0,0, \ldots\right)$.
Proof. For $m=0,1,2, \ldots$, consider the partial sum $\bigoplus_{i=0}^{m} V^{i}\left(a_{i}, 0,0, \ldots\right)$. Since the terms of the partial sum have disjoint support, it follows from Proposition 2.4 that, for all $m \geqslant n$, the first $n$ components of $\left(a_{0}, a_{1}, \ldots\right)$ and $\underset{i=0}{\bigsqcup_{i=0}^{m}} V^{i}\left(a_{i}, 0,0, \ldots\right)$ agree. Therefore, the series $\dagger_{i=0}^{\infty} V^{i}\left(a_{i}, 0,0, \ldots\right)$ converges to $\left(a_{0}, a_{1}, \ldots\right)$.

### 2.2 The Artin-Hasse exponential series

In this section, we define the Artin-Hasse exponential series and prove some of its remarkable properties. While the eventual goal is to apply this to an algebra over a finite field of characteristic $p$, we will work here with formal power series in $\mathbb{Q} \llbracket X \rrbracket$. Recall the exponential series $\exp (X) \in \mathbb{Q} \llbracket X \rrbracket$ given by

$$
\exp (X)=1+X+\frac{X^{2}}{2!}+\frac{X^{3}}{3!}+\cdots
$$

This series satisfies the following familiar identity.

Proposition 2.9 (Exponential Law). If $X$ and $Y$ are commuting indeterminates, then

$$
\exp (X+Y)=\exp (X) \exp (Y)
$$

Indeed, over a field of characteristic zero, $\exp$ is the unique solution of the functional equation

$$
\begin{equation*}
F(X+Y)=F(X) F(Y) \tag{2.7}
\end{equation*}
$$

for which $F^{\prime}(0)=1$. (The standard proof from elementary calculus works here. See the discussion in Mattarei (2006).)

Of course, the coefficients of exp cannot generally be reduced modulo $p$. For our purposes, we would like an analog of the exponential series whose coefficients are $p$-integral, that is, rational numbers whose denominators are not divisible by $p$. Define the ( $p$-adic) Artin-Hasse exponential series $E_{p}(X) \in \mathbb{Q} \llbracket X \rrbracket$ by

$$
E_{p}(X)=\exp \left(X+\frac{X^{p}}{p}+\frac{X^{p^{2}}}{p^{2}}+\frac{X^{p^{3}}}{p^{3}}+\cdots\right)
$$

This remarkable series has its roots in a study of reciprocity laws by Artin and Hasse (1928), early in the development of class field theory. It is clear from the definition that $E_{p}$ is a generalization of exp, but it seems rather unlikely that its coefficients are $p$-integral. In fact, they are.

Theorem 2.10. The coefficients of the Artin-Hasse exponential series $E_{p}(X)$ are p-integral.

There are several rather different ways to prove this surprising fact. We will give a grouptheoretic proof, but first we mention another approach that may yield some additional insight.

This method is to express $E_{p}$ as an infinite product of infinite series. The ordinary exponential series can be written as

$$
\exp (X)=\prod_{n=1}^{\infty}\left(1-X^{n}\right)^{-\mu(n) / n}
$$

where $\mu$ is the Möbius function from number theory ${ }^{\S}$. Now each factor is of the form

$$
\left(1-X^{n}\right)^{\alpha}=\sum_{i=0}^{\infty} \frac{\alpha(\alpha-1) \cdots(\alpha-i+1)}{i!}\left(-X^{n}\right)^{i} .
$$

[^4]Since $\binom{\alpha}{i}$ is $p$-integral whenever $\alpha$ is, the problem factors are those for which the exponents $\alpha=-\mu(n) / n$ are not $p$-integral, that is, those for which $p \mid n$. If the problem factors are removed, it turns out that

$$
\prod_{\substack{n=1 \\ p \nmid n}}^{\infty}\left(1-X^{n}\right)^{-\mu(n) / n}=\exp \left(X+\frac{X^{p}}{p}+\frac{X^{p^{2}}}{p^{2}}+\frac{X^{p^{3}}}{p^{3}}+\cdots\right) .
$$

For a fuller treatment, see Koblitz (1984), Rabinoff (2007), and Robert (2000). Robert also gives a proof using the Dieudonné-Dwork criterion from number theory.

Happily, there is also group-theoretic approach, mentioned in Rabinoff (2007). This involves writing the coefficients in the series $E_{p}(X)$ in terms of numbers of $p$-elements of symmetric groups. For a positive integer $n$, denote by $S_{n}$ the symmetric group on $n$ letters. For a finite group $G$, denote by $\operatorname{Syl}_{p}(G)$ the set of all Sylow $p$-subgroups of $G$. Then $\backslash \operatorname{Syl}_{p}\left(S_{n}\right) \mid$ is the number of $p$-elements in the symmetric group on $n$ letters.

Lemma 2.11. For a prime $p$ and indeterminate $X$,

$$
\begin{equation*}
E_{p}(X)=1+\sum_{n=1}^{\infty} \frac{\left|\cup \operatorname{Syl}_{p}\left(S_{n}\right)\right|}{n!} X^{n} \tag{2.8}
\end{equation*}
$$

Proof. By the exponential law,

$$
E_{p}(X)=\exp (X) \exp \left(\frac{X^{p}}{p}\right) \exp \left(\frac{X^{p^{2}}}{p^{2}}\right) \exp \left(\frac{X^{p^{3}}}{p^{3}}\right) \cdots
$$

When the right-hand side is expanded and like terms gathered, the coefficient of $X^{n}$, for $n \geqslant 1$, is

$$
\begin{equation*}
\sum_{n=k_{0}+k_{1} p+k_{2} p^{2}+\cdots} \frac{1}{\left(k_{0}!\right)\left(k_{1}!p^{k_{1}}\right)\left(k_{2}!p^{2 k_{2}}\right) \cdots} \tag{2.9}
\end{equation*}
$$

where $\exp (X)$ contributes in each term factors of the form $\frac{1}{k_{0}!} ; \exp \left(X^{p} / p\right)$ contributes factors of the form $\frac{1}{k_{1}!p^{k_{1}}} ; \exp \left(X^{p^{2}} / p^{2}\right)$ contributes factors of the form $\frac{1}{k_{2}!\left(p^{2}\right)^{k_{2}}} ;$ and so on.

Next, we count the $p$-elements of $S_{n}$ by conjugacy class. It is well known that elements in $S_{n}$ are conjugate if and only if they have the same cycle structure. (See, for example,

Proposition 3.3 of Grove (1983).) Consider a $p$-element $\sigma \in S_{n}$ having the following cycle structure:

$$
\begin{array}{ll}
k_{0} & \text { fixed points, } \\
k_{1} & p \text {-cycles, } \\
k_{2} & p^{2} \text {-cycles, }
\end{array}
$$

To count the elements of $S_{n}$ that are conjugate to $\sigma$, it suffices to count the elements that centralize $\sigma$, since $\left|\mathbf{c l}_{S_{n}}(\sigma)\right|=\left|S_{n}\right| /\left|\mathbf{C}_{G}(\sigma)\right|$, where $\mathbf{c l}_{S_{n}}(\sigma)$ denotes the conjugacy class and $\mathbf{C}_{S_{n}}(\sigma)$ denotes the centralizer in $S_{n}$ of $\sigma$ (Proposition 2.3 of Grove (1983)). Now $\mathbf{C}_{S_{n}}(\sigma)$ has a normal abelian subgroup that is the direct product of $k_{i}$ cyclic groups of order $p^{i}$, for $i=0,1,2, \ldots$. The factor group of $\mathbf{C}_{S_{n}}(\sigma)$ by this normal subgroup is isomorphic to the direct product of the symmetric groups on $k_{i}$ symbols $(i=0,1,2, \ldots)$. Hence, $\left|\mathbf{C}_{S_{n}}(\sigma)\right|=\left(k_{0}!k_{1}!k_{2}!\cdots\right)\left(p^{k_{1}} p^{2 k_{2}} p^{3 k_{3}} \cdots\right)$. This means

$$
\begin{aligned}
\mathbf{c l}_{S_{n}}(\sigma) & =\frac{\left|S_{n}\right|}{\left|\mathbf{C}_{S_{n}}(\sigma)\right|} \\
& =\frac{n!}{\left(k_{0}!k_{1}!k_{2}!\cdots\right)\left(p^{k_{1}} p^{2 k_{2}} p^{3 k_{3}} \cdots\right)} \\
& =\frac{n!}{\left(k_{0}!\right)\left(k_{1}!p^{k_{1}}\right)\left(k_{2}!p^{2 k_{2}}\right) \cdots} .
\end{aligned}
$$

Therefore, the number of $p$-elements in $S_{n}$ is

$$
\begin{equation*}
\left|\bigcup \operatorname{Syl}_{p}\left(S_{n}\right)\right|=\sum_{n=k_{0}+p k_{1}+p^{2} k_{2}+\cdots} \frac{n!}{\left(k_{0}!\right)\left(k_{1}!p^{k_{1}}\right)\left(k_{2}!p^{2 k_{2}}\right) \cdots} . \tag{2.10}
\end{equation*}
$$

Putting equations (2.9) and (2.10) together, we conclude

$$
\begin{aligned}
E_{p}(X) & =1+\sum_{n=1}^{\infty}\left[\sum_{n=k_{0}+k_{1} p+k_{2} p^{2}+\cdots} \frac{1}{\left(k_{0}!\right)\left(k_{1}!p^{k_{1}}\right)\left(k_{2}!p^{2 k_{2}}\right) \cdots}\right] X^{n} \\
& =1+\sum_{n=1}^{\infty}\left[\sum_{n=k_{0}+k_{1} p+k_{2} p^{2}+\cdots} \frac{n!}{\left(k_{0}!\right)\left(k_{1}!p^{k_{1}}\right)\left(k_{2}!p^{2 k_{2}}\right) \cdots}\right] \frac{X^{n}}{n!} \\
& =1+\sum_{n=1}^{\infty} \frac{\left|\bigcup \operatorname{Syl}_{p}\left(S_{n}\right)\right|}{n!} X^{n},
\end{aligned}
$$

as desired.

Next, we state without proof a theorem of Frobenius. A very accessible proof is given by Isaacs and Robinson (1992). (In fact, we need only the special case where $m$ is a power of a prime, which is Isaacs and Robinson's Theorem 4.)

Theorem 2.12 (Frobenius). If $G$ is a finite group and $m$ a positive integer dividing $|G|$, then $m$ divides $\left|\left\{x \in G: x^{m}=1\right\}\right|$.

This puts in place everything needed to prove Theorem 2.10.

Proof of Theorem 2.10. By Frobenius's Theorem, the highest power of $p$ dividing $\left|S_{n}\right|=$ $n!$ also divides $\left|\cup \operatorname{Syl}_{p}\left(S_{n}\right)\right|$. Therefore, by Lemma 2.11, the coefficients of $E_{p}(X)$ are $p$ integral.

As noted above, we cannot expect the Artin-Hasse exponential series to satisfy the functional equation (2.7). Nevertheless, let us proceed naïvely, computing both sides. To simplify notation, define the formal power series $G_{p}(X)$, for a prime $p$, by

$$
G_{p}(X)=X+\frac{X^{p}}{p}+\frac{X^{p^{2}}}{p^{2}}+\cdots .
$$

With this notation,

$$
E_{p}(X)=\exp \left(G_{p}(X)\right)
$$

Assume $X$ and $Y$ are commuting indeterminates. First,

$$
\begin{aligned}
E_{p}(X) E_{p}(Y) & =\exp \left(G_{p}(X)\right) \exp \left(G_{p}(Y)\right) \\
& =\exp \left(G_{p}(X)+G_{p}(Y)\right) .
\end{aligned}
$$

Next,

$$
E_{p}(X+Y)=\exp \left(G_{p}(X+Y)\right)
$$

So we will compare $G_{p}(X)+G_{p}(Y)$ to $G_{p}(X+Y)$. We have

$$
\begin{aligned}
G_{p}(X)+G_{p}(Y) & =\left(X+\frac{X^{p}}{p}+\frac{X^{p^{2}}}{p^{2}}+\cdots\right)+\left(Y+\frac{Y^{p}}{p}+\frac{Y^{p^{2}}}{p^{2}}+\cdots\right) \\
& =X+Y+\frac{X^{p}}{p}+\frac{Y^{p}}{p}+\frac{X^{p^{2}}}{p^{2}}+\frac{Y^{p^{2}}}{p^{2}}+\cdots \\
& =(X+Y)+\frac{X^{p}+Y^{p}}{p}+\frac{X^{p^{2}}+Y^{p^{2}}}{p^{2}}+\cdots,
\end{aligned}
$$

while

$$
G_{p}(X+Y)=(X+Y)+\frac{(X+Y)^{p}}{p}+\frac{(X+Y)^{p^{2}}}{p^{2}}+\cdots
$$

The degree- 1 terms are equal, and so

$$
\begin{equation*}
E_{p}(X) E_{p}(Y) \equiv E_{p}(X+Y) \quad \bmod (X, Y)^{p} \tag{2.11}
\end{equation*}
$$

by which we mean that the expressions agree modulo a polynomial in $X$ and $Y$ of degree $p$ or greater. Compute the difference of the terms of degree $p$ to obtain

$$
\begin{equation*}
\frac{X^{p}+Y^{p}}{p}-\frac{(X+Y)^{p}}{p}=-\sum_{i=1}^{p-1} \frac{1}{p}\binom{p}{i} X^{p-i} Y^{i} \tag{2.12}
\end{equation*}
$$

Denote this expression by $S_{1}(X, Y)$ and use it to adjust the left-hand side of congruence (2.11) so that both sides agree through their terms of degree $p$. That is,

$$
E_{p}(X) E_{p}(Y) \equiv E_{p}(X+Y) E_{p}\left(S_{1}(X, Y)\right) \quad \bmod (X, Y)^{p^{2}}
$$

We can repeat this procedure, introducing new factors to adjust for the terms of degree $p^{2}, p^{3}$, and so on. However, note that the expression on the left-hand side of (2.12) looks familiar. It appeared in equation (2.4), the formula for the first Witt addition vector. In fact, $S_{1}(X, Y)$ is precisely $s_{1}(X, 0 ; Y, 0)$. This is no accident; the pattern holds for the remaining terms if we define $S_{k}(X, Y)=s_{k}(X, 0, \ldots, 0 ; Y, 0, \ldots, 0)$ for all $k \geqslant 0$, yielding the following formula of Blache (2005).

Theorem 2.13 (Blache). If $X$ and $Y$ are commuting indeterminates, then

$$
\begin{equation*}
E_{p}(X) E_{p}(Y)=\prod_{k \geqslant 0} E_{p}\left(S_{k}(X, Y)\right) \tag{2.13}
\end{equation*}
$$

where $S_{k}(X, Y)=s_{k}(X, 0, \ldots, 0 ; Y, 0, \ldots, 0)$ for all $k \geqslant 0$. In particular, $S_{k}$ is a homogeneous polynomial of degree $p^{k}$ having integer coefficients.

Proof. By Corollary 2.3, $s_{k}$ is an isobaric polynomial of weight $p^{k}$ with integer coefficients. Therefore, $S_{k}(X, Y)=s_{k}(X, 0, \ldots, 0 ; Y, 0, \ldots, 0)$ is a homogeneous polynomial of degree $p^{k}$ with integer coefficients. For $l \geqslant 0$, suppose $(X, X, \ldots, X),(Y, Y, \ldots, Y) \in W_{l+1}(\mathbb{Q} \llbracket X, Y \rrbracket)$. Using Lemmas 2.7 and 2.8, we have

$$
\begin{align*}
& (X, X, \ldots, X) \boxplus(Y, Y, \ldots, Y)=\left(\frac{l}{\square_{k=0}}\left(V^{k}(X, 0, \ldots, 0)\right)\right) \boxplus\left(\frac{l}{\square_{k=0}^{l}}\left(V^{k}(Y, 0, \ldots, 0)\right)\right) \\
& =\stackrel{l}{\bigoplus_{k=0}}\left(V^{k}(X, 0, \ldots, 0) \boxplus V^{k}(Y, 0, \ldots, 0)\right) \\
& =\bigoplus_{k=0}^{l} V^{k}((X, 0, \ldots, 0) \boxplus(Y, 0, \ldots, 0)) \\
& =\bigoplus_{k=0}^{l} V^{k}\left(s_{0}(X ; Y), s_{1}(X, 0 ; Y, 0), \ldots, s_{l}(X, 0, \ldots, 0 ; Y, 0, \ldots, 0)\right) \\
& =\stackrel{l}{\square_{k=0}} V^{k}\left(S_{0}(X, Y), S_{1}(X, Y), \ldots, S_{l}(X, Y)\right) \\
& =\stackrel{l}{\bigoplus_{k=0}} V^{k}\left(\stackrel{l}{\bigoplus_{i=0}} V^{i}\left(S_{i}(X, Y), 0, \ldots, 0\right)\right) \\
& =\square_{k=0}^{l} \square_{i=0}^{l} V^{k+i}\left(S_{i}(X, Y), 0, \ldots, 0\right) \\
& =\stackrel{\square}{i=0} V^{l} V^{i}\left(\stackrel{l}{\square=0} V^{k}\left(S_{i}(X, Y), 0, \ldots, 0\right)\right) \\
& =\square_{i=0}^{l} V^{i}\left(S_{i}(X, Y), S_{i}(X, Y), \ldots, S_{i}(X, Y)\right) \text {. } \tag{2.14}
\end{align*}
$$

For any $i=0, \ldots, l$,

$$
\begin{aligned}
w_{l}\left(V^{i}\left(S_{i}(X, Y), S_{i}(X, Y), \ldots, S_{i}(X, Y)\right)\right) & =w_{l}\left(\left(0, \ldots, 0, S_{i}(X, Y), \ldots, S_{i}(X, Y)\right)\right) \\
& =p^{i} S_{i}(X, Y)^{p^{l-i}}+p^{i+1} S_{i}(X, Y)^{p^{l-i-1}}+\cdots+p^{l} S_{i}(X, Y) \\
& =p^{l} \sum_{j=0}^{l-i} \frac{S_{i}(X, Y)^{p}}{p^{j}}
\end{aligned}
$$

Apply $w_{l}$ to each side of equation (2.14), using the fact that $w_{l}$ is a ring homomorphism.
The left-hand side is

$$
\begin{aligned}
w_{l}((X, \ldots, X) \boxplus(Y, \ldots, Y)) & =w_{l}((X, \ldots, X))+w_{l}((Y, \ldots, Y)) \\
& =p^{l} \sum_{j=0}^{l} \frac{X^{p^{j}}}{p^{j}}+p^{l} \sum_{j=0}^{l} \frac{Y^{p^{j}}}{p^{j}}
\end{aligned}
$$

The right-hand side is

$$
\begin{aligned}
w_{l}\left({\left.\underset{i=0}{\square} V^{i}\left(S_{i}(X, Y), \ldots, S_{i}(X, Y)\right)\right)}^{l}\right. & =\sum_{i=0}^{l} w_{l}\left(V^{i}\left(S_{i}(X, Y), \ldots, S_{i}(X, Y)\right)\right) \\
& =\sum_{i=0}^{l}\left(p^{l} \sum_{j=0}^{l-i} \frac{S_{i}(X, Y)^{p^{j}}}{p^{j}}\right) .
\end{aligned}
$$

Dividing both sides by $p^{l}$ yields

$$
\sum_{j=0}^{l} \frac{X^{p^{j}}}{p^{j}}+\sum_{j=0}^{l} \frac{Y p^{j}}{p^{j}}=\sum_{i=0}^{l} \sum_{j=0}^{l-i} \frac{S_{i}(X, Y)^{p^{j}}}{p^{j}}
$$

It follows that, for all $l$,

$$
G_{p}(X)+G_{p}(Y) \equiv \sum_{i=0}^{l} G_{p}\left(S_{i}(X, Y)\right) \quad \bmod (X, Y)^{p^{l+1}}
$$

Allow $l$ to grow to infinity to obtain

$$
G_{p}(X)+G_{p}(Y)=\sum_{i=0}^{\infty} G_{p}\left(S_{i}(X, Y)\right)
$$

Finally, apply exp to each side and use the exponential law to conclude

$$
\begin{aligned}
\exp \left(G_{p}(X)+G_{p}(Y)\right) & =\exp \left(\sum_{i \geqslant 0} G_{p}\left(S_{i}(X, Y)\right)\right), \\
\exp \left(G_{p}(X)\right) \exp \left(G_{p}(Y)\right) & =\prod_{i \geqslant 0} \exp \left(G_{p}\left(S_{i}(X, Y)\right)\right), \\
E_{p}(X) E_{p}(Y) & =\prod_{i \geqslant 0} E_{p}\left(S_{i}(X, Y)\right),
\end{aligned}
$$

as desired.

## CHAPTER 3

## Subgroups Defined by the Artin-Hasse Exponential Series

In this chapter, we return to algebra groups to define analogs of $F$-exponent subgroups and exponentially closed subgroups for the Artin-Hasse exponential series and to develop some of their properties. We continue the notational conventions of Chapter 1. That is, $F$ is a field of characteristic $p$ and order $q ; R$ is a finite-dimensional associative $F$-algebra; $J=J(R)$ the Jacobson radical of $R$; and $G=1+J$.

### 3.1 The set $E_{p}(F x)$ and the subgroup $\mathcal{E}_{p}^{F}(x)$

First, for $x \in J$, define the set

$$
E_{p}(F x)=\left\{E_{p}(\alpha x): \alpha \in F\right\} .
$$

Notice that if $x^{p}=0$, then $E_{p}(F x)=\exp (F x)$. However, $E_{p}(F x)$ need not be a group in general. We next prove three lemmas that will be used frequently in what follows.

Lemma 3.1. Distinct sets of the form $E_{p}(F x)$ intersect trivially.
Proof. We first show that $E_{p}$ is a bijection. Recall that $E_{p}(x)=\exp (G(x))$ where $G(x)=$ $x+\frac{x^{p}}{p}+\frac{x^{p^{2}}}{p^{2}}+\cdots$. It is well known that a formal power series with constant term 0 has an inverse with respect to function composition if and only if its linear coefficient is invertible. (See Theorem 1 of VI.1.3 of (Robert, 2000).) Therefore, $G$ is invertible with respect to function composition. Since the exponential function is also invertible, their composite is as well. Hence, $E_{p}$ is a bijection.

Now suppose $x, y \in J$ and $g \in E_{p}(F x) \cap E_{p}(F y)$ for some $g \neq 1$. Then $g=E_{p}(\alpha x)=$ $E_{p}(\beta y)$ for some $\alpha, \beta \in F$ with $\alpha, \beta \neq 0$. Since $E_{p}$ is injective, this implies $\alpha x=\beta y$, that is, $x=\frac{\beta}{\alpha} y$. We conclude $E_{p}(F x)=E_{p}(F y)$.

Lemma 3.2. If $x \in J$, then the map $F^{n} \rightarrow 1+J$ given by

$$
\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right) \mapsto E_{p}\left(\alpha_{1} x\right) E_{p}\left(\alpha_{2} x^{2}\right) \cdots E_{p}\left(\alpha_{n} x^{n}\right)
$$

is one-to-one. It follows that

$$
\left|E_{p}(F x) E_{p}\left(F x^{2}\right) \cdots E_{p}\left(F x^{n}\right)\right|=q^{n},
$$

and more generally,

$$
\left|E_{p}\left(F x^{e_{1}}\right) E_{p}\left(F x^{e_{2}}\right) \cdots E_{p}\left(F x^{e_{n}}\right)\right|=q^{n},
$$

where $|F|=q$ and $0<e_{1}<e_{2}<\cdots<e_{n}$.
Proof. Suppose $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}, \beta_{1}, \beta_{2}, \ldots, \beta_{n} \in F$ such that

$$
\begin{equation*}
E_{p}\left(\alpha_{1} x\right) E_{p}\left(\alpha_{2} x^{2}\right) \cdots E_{p}\left(\alpha_{n} x^{n}\right)=E_{p}\left(\beta_{1} x\right) E_{p}\left(\beta_{2} x^{2}\right) \cdots E_{p}\left(\beta_{n} x^{n}\right) . \tag{3.1}
\end{equation*}
$$

That is,

$$
1+\alpha_{1} x+w_{1}=1+\beta_{1} x+w_{2}
$$

for some $w_{1}, w_{2} \in x^{2} F[x]$. It follows that $\alpha_{1}=\beta_{1}$. Multiplying both sides of equation (3.1) by $E_{p}\left(\alpha_{1} x\right)^{-1}=E_{p}\left(\beta_{1} x\right)^{-1}$, we obtain

$$
E_{p}\left(\alpha_{2} x^{2}\right) \cdots E_{p}\left(\alpha_{n} x^{n}\right)=E_{p}\left(\beta_{2} x^{2}\right) \cdots E_{p}\left(\beta_{n} x^{n}\right) .
$$

Repeating the same argument, we conclude $\alpha_{2}=\beta_{2}, \alpha_{3}=\beta_{3}$, and so on. The result follows.

Lemma 3.3. Let $x \in J$. For all $r \geqslant 1$, if $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r} \in F$ with $\alpha_{1} \neq 0$, then the vector $\alpha_{1} x+\alpha_{2} x^{2}+\cdots+\alpha_{r} x^{r}$ generates the same F-algebra as $x$.

Proof. Without loss of generality, assume $x^{r+1}=0$. To enable us to write the powers more easily, we will use double subscripts for the coefficients. Set

$$
w=\alpha_{1,1} x+\alpha_{1,2} x^{2}+\cdots+\alpha_{1, r-1} x^{r-1}+\alpha_{1, r} x^{r}
$$

where $\alpha_{1,1}, \alpha_{1,2}, \ldots, \alpha_{1, r} \in F$ with $\alpha_{1,1} \neq 0$. Since $w \in x F[x]$ (the $F$-algebra generated by $x$ ), we have $w F[w] \subseteq x F[x]$. We now show the reverse inclusion. Consider the triangular system

$$
\begin{array}{cccc}
w= & \alpha_{1,1} x+\alpha_{1,2} x^{2}+\cdots+\alpha_{1, r-1} x^{r-1}+\alpha_{1, r} x^{r}, \\
w^{2}= & \alpha_{2,2} x^{2}+\cdots+\alpha_{2, r-1} x^{r-1}+\alpha_{2, r} x^{r}, \\
\vdots & \ddots & \vdots & \vdots \\
w^{r-1}= & & \alpha_{r-1, r-1} x^{r-1}+\alpha_{r-1, r} x^{r}, \\
w^{r}= & & & \alpha_{r, r} x^{r},
\end{array}
$$

where $\alpha_{i, j} \in F$ for all $1 \leqslant i \leqslant j \leqslant r$. Since $\alpha_{1,1} \neq 0$, we have $\alpha_{i, i} \neq 0$ for all $i$. From the last row we get $x^{r} \in w F[w]$. Using the second-to-last row, this implies

$$
w^{r-1}-\alpha_{r-1, r} x^{r}=\alpha_{r-1, r-1} x^{r-1} \in w F[w],
$$

and so $x^{r-1} \in w F[w]$. Continue working from the bottom up in this manner to obtain $x^{r-2}, \ldots, x^{2}, x \in w F[w]$. Therefore, $x F[x] \subseteq w F[w]$, and so equality holds.

While $\exp (F x)$ is a subgroup of $1+J$ whenever it is defined (that is, when $x^{p}=0$ ), the set $E_{p}(F x)$ is not generally big enough to be closed under multiplication. We now define a larger set that is. For $x \in J$ with $x^{p^{l+1}}=0$, define the $\operatorname{set} \mathcal{E}_{p}^{F}(x)$ by

$$
\begin{aligned}
\mathcal{E}_{p}^{F}(x) & =E_{p}(F x) E_{p}\left(F x^{p}\right) \cdots E_{p}\left(F x^{p^{l}}\right) \\
& =\left\{E_{p}\left(\alpha_{0} x\right) E_{p}\left(\alpha_{1} x^{p}\right) \cdots E_{p}\left(\alpha_{l} x^{p^{l}}\right): \alpha_{0}, \ldots, \alpha_{l} \in F\right\} .
\end{aligned}
$$

Our next goal is to show $\mathcal{E}_{p}^{F}(x)$ is a strong subgroup of $G=1+J$. We begin with a technical lemma about products of elements of the set $E_{p}\left(F x p^{p^{k}}\right)$ for a fixed $k$.

Lemma 3.4. Suppose $x \in J$ with $x^{p^{l+1}}=0$. Fix $0 \leqslant k \leqslant l$. For all $r \geqslant 1$, if $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{r} \in F$, then

$$
E_{p}\left(\gamma_{1} x^{p^{k}}\right) E_{p}\left(\gamma_{2} x^{p^{k}}\right) \cdots E_{p}\left(\gamma_{r} x^{p^{k}}\right)=E_{p}\left(\pi x^{p^{k}}\right) \Theta(x)
$$

where $\pi \in F$ and $\Theta(x)$ is a product such that each factor is of the form $E_{p}\left(\delta x p^{p^{m}}\right)$ for some $m>k$ and $\delta \in F$.

Note that in the factors of $\Theta(x)$, the $m$ varies, but there may be more than one factor for a given value of $m$. We will call a product such as $\Theta(x)$ a product of higher p-power-degree factors when the meaning is clear from the context. It will be evident from the proof that $\pi=\sum \gamma_{i}$, although we will not need this fact.

Proof. Proceed by induction on $r$, taking the base case to be $r=2$. By Blache's formula (Theorem 2.13),

$$
E_{p}\left(\gamma_{1} x^{p^{k}}\right) E_{p}\left(\gamma_{2} x^{p^{k}}\right)=\prod_{i=0}^{\infty} E_{p}\left(S_{i}\left(\gamma_{1} x^{p^{k}}, \gamma_{2} x^{p^{k}}\right)\right),
$$

where $S_{i}(X, Y)$ is a homogeneous polynomial of degree $p^{i}$ with integer coefficients. Thus, the $n$-th term of $S_{i}\left(\gamma_{1} x^{p^{k}}, \gamma_{2} x^{p^{k}}\right)$ is of the form

$$
c_{n}\left(\gamma_{1} x^{p^{k}}\right)^{p^{i}-n}\left(\gamma_{2} x^{p^{k}}\right)^{n}=c_{n} \gamma_{1}^{p^{i}-n} \gamma_{2}^{n} x^{p^{k}\left(p^{i}-n\right)} x^{p^{k} n}=c_{n} \gamma_{1}^{p^{i}-n} \gamma_{2}^{n} x^{p^{k+i}},
$$

for some integer $c_{n}$. Add these to obtain $S_{i}\left(\gamma_{1} x^{p^{k}}, \gamma_{2} x^{p^{k}}\right)=\pi_{k+i} x^{p^{k+i}}$ for some $\pi_{k+i} \in F$. Hence,

$$
\begin{aligned}
E_{p}\left(\gamma_{1} x^{p^{k}}\right) E_{p}\left(\gamma_{2} x^{p^{k}}\right) & =\prod_{i=0}^{\infty} E_{p}\left(\pi_{k+i} x^{p^{k+i}}\right) \\
& =\prod_{i=0}^{l-k} E_{p}\left(\pi_{k+i} x^{p^{k+i}}\right) \quad\left(\text { since } x^{p^{l+1}}=0\right) \\
& =E_{p}\left(\pi_{k} x^{p^{k}}\right) \prod_{i=1}^{l-k} E_{p}\left(\pi_{k+i} x^{p^{k+i}}\right)
\end{aligned}
$$

as desired. This proves the base step of the induction.
Next, suppose the result holds for any product of $r-1$ factors from $E_{p}\left(F x^{k}\right)$. Let $\gamma_{1}, \ldots, \gamma_{r} \in F$. By the inductive hypothesis, there exist $\hat{\pi} \in F$ and $\hat{\Theta}(x)$, a product of higher $p$-power-degree factors, so that

$$
E_{p}\left(\gamma_{1} x^{p^{k}}\right) \cdots E_{p}\left(\gamma_{r-1} x^{p^{k}}\right) E_{p}\left(\gamma_{r} x^{p^{k}}\right)=\left(E_{p}\left(\hat{\pi} x^{p^{k}}\right) \hat{\Theta}(x)\right) E_{p}\left(\gamma_{r} x^{p^{k}}\right) .
$$

Rearrange the right-hand side and apply the base step to conclude

$$
\begin{aligned}
E_{p}\left(\gamma_{1} x^{p^{k}}\right) \cdots E_{p}\left(\gamma_{r-1} x^{p^{k}}\right) E_{p}\left(\gamma_{r} x^{p^{k}}\right) & =\left(E_{p}\left(\hat{\pi} x^{p^{k}}\right) E_{p}\left(\gamma_{r} x^{p^{k}}\right)\right) \hat{\Theta}(x) \\
& =E_{p}\left(\pi x^{p^{k}}\right) \tilde{\Theta}(x) \hat{\Theta}(x)
\end{aligned}
$$

for some $\pi \in F$ and product of higher $p$-power-degree factors $\tilde{\Theta}(x)$. Set $\Theta(x)=\tilde{\Theta}(x) \hat{\Theta}(x)$ to complete the proof.

Theorem 3.5. If $x \in J$ with $x^{p^{l+1}}=0$ but $x^{p^{l}} \neq 0$, then $\mathcal{E}_{p}^{F}(x)$ is a strong subgroup of $G=1+J$ of order $q^{l+1}$.

Proof. We begin by noting that $\left|\mathcal{E}_{p}^{F}(x)\right|=q^{l+1}$ by Lemma 3.2. We next show that $\mathcal{E}_{p}^{F}(x)$ is closed under multiplication. Let $g, h \in \mathcal{E}_{p}^{F}(x)$ be arbitrary, say

$$
\begin{aligned}
& g=E_{p}\left(\alpha_{0} x\right) E_{p}\left(\alpha_{1} x^{p}\right) \cdots E_{p}\left(\alpha_{l} x^{p^{l}}\right) \quad \text { and } \\
& h=E_{p}\left(\beta_{0} x\right) E_{p}\left(\beta_{1} x^{p}\right) \cdots E_{p}\left(\beta_{l} x^{p^{l}}\right)
\end{aligned}
$$

where $\alpha_{0}, \ldots, \alpha_{l}, \beta_{0}, \ldots, \beta_{l} \in F$. Then we have

$$
\begin{aligned}
g h & =\left(E_{p}\left(\alpha_{0} x\right) E_{p}\left(\alpha_{1} x^{p}\right) \cdots E_{p}\left(\alpha_{l} x^{p^{l}}\right)\right) \cdot\left(E_{p}\left(\beta_{0} x\right) E_{p}\left(\beta_{1} x^{p}\right) \cdots E_{p}\left(\beta_{l} x^{p^{l}}\right)\right) \\
& =\left(E_{p}\left(\alpha_{0} x\right) E_{p}\left(\beta_{0} x\right)\right) \cdot\left(E_{p}\left(\alpha_{1} x^{p}\right) E_{p}\left(\beta_{1} x^{p}\right)\right) \cdots\left(E_{p}\left(\alpha_{l} x^{p^{l}}\right) E_{p}\left(\beta_{l} x^{p^{l}}\right)\right) .
\end{aligned}
$$

First apply Lemma 3.4 to the leftmost product $E_{p}\left(\alpha_{0} x\right) E_{p}\left(\beta_{0} x\right)$ to obtain $E_{p}\left(\pi_{0} x\right) \Theta_{0}(x)$, where $\pi_{0} \in F$ and $\Theta_{0}(x)$ is a product of higher $p$-power-degree factors. Now there are at least three factors of the form $E_{p}\left(\delta x^{p}\right)$. Apply Lemma 3.4 to these to obtain $E_{p}\left(\pi_{1} x^{p}\right) \Theta_{1}(x)$, where $\pi_{1} \in F$ and $\Theta_{1}(x)$ is a product of higher $p$-power-degree factors. Continue in this fashion from left to right. The process terminates after finitely many steps since $x^{p^{l+1}}=0$. We then have $\pi_{0}, \ldots, \pi_{l} \in F$ for which

$$
g h=E_{p}\left(\pi_{0} x\right) E_{p}\left(\pi_{1} x^{p}\right) \cdots E_{p}\left(\pi_{l} x^{p^{l}}\right) \in \mathcal{E}_{p}^{F}(x) .
$$

Thus, the set $\mathcal{E}_{p}^{F}(x)$ is closed under multiplication.

Suppose $g \in \mathcal{E}_{p}^{F}(x)$. Since $G$ is a finite group, $g^{-1}=g^{n}$ for some positive integer $n$. But since $\mathcal{E}_{p}^{F}(x)$ is closed under multiplication, $g^{n} \in \mathcal{E}_{p}^{F}(x)$. Therefore, $\mathcal{E}_{p}^{F}(x)$ is a subgroup of $G$.

Finally, to show $\mathcal{E}_{p}^{F}(x)$ is strong, we must show that $\left|\mathcal{E}_{p}^{F}(x) \cap K\right|$ is a $q$-power for all algebra subgroups $K$ of $G$. Let $A$ be a subalgebra of $J$ such that $\mathcal{E}_{p}^{F}(x) \cap 1+A \neq 1$. If

$$
1 \neq g=E_{p}\left(\alpha_{0} x\right) E_{p}\left(\alpha_{1} x^{p}\right) \cdots E_{p}\left(\alpha_{l} x^{p^{l}}\right) \in 1+A
$$

then there is some $i \in\{0, \ldots, l\}$ and $w \in x^{p^{i}+1} F[x]$ such that $g=1+\alpha_{i} x^{p^{i}}+w$ and $\alpha_{i} \neq 0$. Choose $g$ so $i$ is minimal. By Lemma 3.3, the $F$-algebra generated by $\alpha_{i} x^{p^{i}}+w$ is $x^{p^{i}} F[x]$. Thus, $1+x^{p^{i}} F[x] \subseteq 1+A$. Hence,

$$
\mathcal{E}_{p}^{F}(x) \cap 1+A=E_{p}\left(F x^{p^{i}}\right) E_{p}\left(F x^{p^{i+1}}\right) \cdots E_{p}\left(F x^{p^{l}}\right)=\mathcal{E}_{p}^{F}\left(x^{p^{i}}\right) .
$$

By Lemma 3.2, $\left|\mathcal{E}_{p}^{F}\left(x^{p^{i}}\right)\right|=q^{l-i+1}$. Therefore, for all algebra subgroups $K$, either $\left|\mathcal{E}_{p}^{F}(x) \cap K\right|=$ $q^{l-i+1}$, for some $0 \leqslant i \leqslant l$, or $\left|\mathcal{E}_{p}^{F}(x) \cap K\right|=1$. That is, $\mathcal{E}_{p}^{F}(x)$ is strong.

### 3.2 Artin-Hasse-exponentially closed subgroups

Next we define an analog of exponential closure for the Artin-Hasse exponential function. A subset $H \subseteq G$ is said to be Artin-Hasse-exponentially closed, abbreviated AH-closed, if $E_{p}(\gamma x) \in H$ for all $\gamma \in F$ whenever $E_{p}(x) \in H$. First, we make the following easy observation.

Proposition 3.6. Intersections of AH-closed subgroups are AH-closed.
Proof. Let $H, K \leqslant G$ be AH-closed. Suppose $g \in H \cap K$, say $g=E_{p}(x)$. Then $E_{p}(F x) \subseteq H$ and $E_{p}(F x) \subseteq K$, since both are AH-closed. Therefore, $E_{p}(F x) \subseteq H \cap K$, implying $H \cap K$ is AH-closed.

The next two results show how AH-closed subgroups relate to strong subgroups and to algebra subgroups.

Proposition 3.7. Algebra subgroups are AH-closed.

Proof. Let $K=1+A$ be an algebra subgroup of $G$. If $g \in K$, then there is some $x \in A$ such that $g=E_{p}(x)$. Write $g=E_{p}(x)=1+x+w$, where $w \in x^{2} F[x]$. By Lemma 3.3, the algebra generated by $\alpha x+\hat{w}$ is the same as the algebra generated by $x+w$ for all $\alpha \in F$ and $\hat{w} \in x^{2} F[x]$. This means $E_{p}(x) \in K$ implies $E_{p}(\alpha x) \in K$ for all $\alpha \in F$. That is, $K$ is AH-closed.

## Proposition 3.8. AH-closed subgroups are strong.

Proof. By Propositions 3.7 and 3.6, the intersection of an AH-closed subgroup with an algebra subgroup is itself AH-closed. Therefore, it suffices to show AH-closed subgroups have $q$-power order. Let $H$ be AH-closed. By Lemma 3.1, $|H|-1$ is a multiple of $q-1$. But $H$ is a $p$-group, say $|H|=p^{b}$. If $q=p^{a}$, then this means $\left(p^{a}-1\right) \mid\left(p^{b}-1\right)$. By a well-known result, this occurs only if $a \mid b$. In other words, $p^{b}=|H|$ is a power of $p^{a}=q$.

Unfortunately, $\mathcal{E}_{p}^{F}(x)$ is AH-closed only in some cases. For example, if $x^{p}=0$, then $\mathcal{E}_{p}^{F}(x)=E_{p}(F x)=\exp (F x)$, which is exponentially closed, hence AH-closed. We can say a bit more. First we prove some identities in characteristic zero, where we may use the exponential law freely.

Lemma 3.9. Let $J$ be a nilpotent algebra over $\mathbb{Q}$. If $x \in J$ with $x^{2 p}=0$, then for all $a, b, c \in \mathbb{Q}$,
(a) $E_{p}(a x) E_{p}\left(b x^{p}\right)=E_{p}\left(a x+b x^{p}-a^{p-1} b x^{2 p-1}\right)$;
(b) $E_{p}\left(c\left(a x+b x^{p}-a^{p-1} b x^{2 p-1}\right)\right)=E_{p}(c a x) E_{p}\left(c b x^{p}\right) E_{p}\left(\left(c^{p}-c\right) a^{p-1} b x^{2 p-1}\right)$.

Proof. Note that $x^{p^{2}}=0$ since $p^{2} \geqslant 2 p$ for all primes $p$. For the second identity, we compute

$$
\begin{aligned}
E_{p}\left(c \left(a x+b x^{p}-\right.\right. & \left.\left.a^{p-1} b x^{2 p-1}\right)\right) \\
& =E_{p}\left(c a x+c b x^{p}-c a^{p-1} b x^{2 p-1}\right) \\
& =\exp \left(c a x+c b x^{p}-c a^{p-1} b x^{2 p-1}+\frac{\left(c a x+c b x^{p}-c a^{p-1} b x^{2 p-1}\right)^{p}}{p}\right) \\
& =\exp \left(c a x+c b x^{p}-c a^{p-1} b x^{2 p-1}+\frac{(c a x)^{p}+p(c a x)^{p-1} c b x^{p}}{p}\right) \\
& =\exp \left(c a x+c b x^{p}-c a^{p-1} b x^{2 p-1}+\frac{(c a)^{p} x^{p}}{p}+(c a)^{p-1} c b x^{2 p-1}\right) \\
& =\exp \left(c a x+\frac{(c a)^{p} x^{p}}{p}+c b x^{p}-c a^{p-1} b x^{2 p-1}+c^{p} a^{p-1} b x^{2 p-1}\right) \\
& =\exp \left(c a x+\frac{(c a)^{p} x^{p}}{p}+c b x^{p}+\left(c^{p}-c\right) a^{p-1} b x^{2 p-1}\right) \\
& =\exp \left(c a x+\frac{(c a)^{p} x^{p}}{p}\right) \exp \left(c b x^{p}\right) \exp \left(\left(c^{p}-c\right) a^{p-1} b x^{2 p-1}\right) \\
& =E_{p}(c a x) E_{p}\left(c b x^{p}\right) E_{p}\left(\left(c^{p}-c\right) a^{p-1} b x^{2 p-1}\right) .
\end{aligned}
$$

The first identity follows from the second by setting $c=1$.

Proposition 3.10. Let $J$ be a nilpotent algebra over a field $F$ of characteristic $p$. For $x \in J$, the subgroup $\mathcal{E}_{p}^{F}(x)$ is AH-closed if $x^{2 p-1}=0$, but counter-examples exist otherwise.

Proof. We wish to determine whether $E_{p}(\gamma y) \in \mathcal{E}_{p}^{F}(x)$ for an arbitrary element $E_{p}(y) \in \mathcal{E}_{p}^{F}(x)$ and $\gamma \in F$. If $x^{2 p}=0$, then $\mathcal{E}_{p}^{F}(x)=E_{p}(F x) E_{p}\left(F x^{p}\right)$. Thus, a typical element $g$ of $\mathcal{E}_{p}^{F}(x)$ is of the form

$$
g=E_{p}(\alpha x) E_{p}\left(\beta x^{p}\right)=E_{p}\left(\alpha x+\beta x^{p}-\alpha^{p-1} \beta x^{2 p-1}\right),
$$

for some $\alpha, \beta \in F$, by identity (a) of Lemma 3.9.
First suppose $x^{2 p-1}=0$. In this case, $g=E_{p}\left(\alpha x+\beta x^{p}\right)$. For arbitrary $\gamma \in F$,

$$
E_{p}\left(\gamma\left(\alpha x+\beta x^{p}\right)\right)=E_{p}(\gamma \alpha x) E_{p}\left(\gamma \beta x^{p}\right) \in \mathcal{E}_{p}^{F}(x),
$$

by identity (b) of Lemma 3.9. This proves $\mathcal{E}_{p}^{F}(x)$ is AH-closed whenever $x^{2 p-1}=0$.

Now suppose $x^{2 p}=0$ but $x^{2 p-1} \neq 0$. Then again by identity (b) of Lemma 3.9, for $\gamma \in F$,

$$
E_{p}\left(\gamma\left(\alpha x+\beta x^{p}-\alpha^{p-1} \beta x^{2 p-1}\right)\right)=E_{p}(\gamma \alpha x) E_{p}\left(\gamma \beta x^{p}\right) E_{p}\left(\left(\gamma^{p}-\gamma\right) \alpha^{p-1} \beta x^{2 p-1}\right) .
$$

By Lemma 3.2, this is not in $\mathcal{E}_{p}^{F}(x)$ for arbitrary $\alpha$ and $\beta$ unless $\gamma^{p}-\gamma=0$. Now $\gamma^{p}-\gamma=0$ if and only if $\gamma \in \mathbb{F}_{p}$, where $\mathbb{F}_{p}$ denotes the field of $p$ elements. This shows $\mathcal{E}_{p}^{F}(x)$ is not AH-closed if $x^{2 p-1} \neq 0$ and $F$ is larger than $\mathbb{F}_{p}$.

## CHAPTER 4

## Normalizers of Algebra Subgroups

In this chapter, we determine when normalizers of algebra subgroups are strong. In §4.1, we use the exponential series to prove that normalizers of algebra subgroups are strong when $J^{p}=0$. In $\S 4.2$, we use the Artin-Hasse exponential series to prove this result when $J^{p+1}=0$ and to construct counter-examples otherwise. Of course, the result of $\S 4.2$ supersedes the result of $\S 4.1$, but we include the former to illustrate the method to be generalized.

### 4.1 When $J^{p}=0$ : the exponential series

If $J^{p}=0$, we can use the ordinary exponential series to show normalizers of algebra subgroups are strong.* Let $H=1+S$ be an algebra subgroup of $G$. (So $\exp S=H$.) We wish to show $\mathbf{N}_{G}(H)$ is exponentially closed. That is, we wish to show if $\exp (x) \in \mathbf{N}_{G}(H)$, then $\exp (\alpha x) \in \mathbf{N}_{G}(H)$ for all $\alpha \in F$.

We put a Lie algebra structure on $J$ by defining the Lie bracket $[\cdot, \cdot]: J \times J \rightarrow J$ by $[x, y]=x y-y x$ for $x, y \in J$. We adopt the convention that omitted brackets are rightjustified, so $\left[x_{1}, \ldots, x_{l-1}, x_{l}\right]$ is understood to mean $\left[x_{1},\left[x_{2},\left[\ldots,\left[x_{l-2},\left[x_{l-1}, x_{l}\right]\right] \cdots\right]\right.\right.$. For $x \in J$, the operator of Lie multiplication by $x$ is denoted ad $x$. That is, ad $x(y)=[x, y]$ for $y \in J$. Notice that if $J^{p}=0$, then $(\operatorname{ad} x)^{p-1}=0$. For a subalgebra $S$ of $J$, denote by $\mathbf{N}_{J}(S)$ the Lie normalizer in $J$ of $S$, that is, $\mathbf{N}_{J}(S)=\{y \in J:[S, y] \subseteq S\}$. Recall that $\mathbf{N}_{J}(S)$ is a Lie subalgebra of $J$, thanks to the Jacobi Identity ${ }^{\dagger}$.

The following identity is the key to proving the main result of this section.

[^5]Lemma 4.1. If $J^{p}=0$, then $y^{(\exp x)^{-1}}=\exp (\operatorname{ad} x)(y)$ for all $x, y \in J$.

Proof. Suppose $x, y \in J$. Expand the left-hand side to obtain

$$
\begin{aligned}
y^{(\exp x)^{-1}} & =y^{\exp (-x)} \\
& =\exp (x) y \exp (-x) \\
& =\left(1+x+\frac{x^{2}}{2!}+\cdots+\frac{x^{p-1}}{(p-1)!}\right) y\left(1-x+\frac{x^{2}}{2!}-\cdots+\frac{(-1)^{p-1} x^{p-1}}{(p-1)!}\right) \\
& =y+x y-y x+\cdots \\
& =y+[x, y]+\cdots,
\end{aligned}
$$

where the dots represent terms of degree three or greater (to be specified below). Next expand the right-hand side to obtain

$$
\begin{aligned}
\exp (\operatorname{ad} x)(y) & =\left(I+\operatorname{ad} x+\frac{(\operatorname{ad} x)^{2}}{2!}+\cdots+\frac{(\operatorname{ad} x)^{p-2}}{(p-2)!}\right)(y) \\
& =I(y)+\operatorname{ad} x(y)+\frac{(\operatorname{ad} x)^{2}(y)}{2!}+\cdots+\frac{(\operatorname{ad} x)^{p-2}(y)}{(p-2)!} \\
& =y+[x, y]+\frac{[x, x, y]}{2!}+\cdots+\frac{[x, \cdots, x, y]}{(p-2)!} .
\end{aligned}
$$

It is easy to see that the left- and right-hand sides agree through the terms of degree two. Let us show by induction that the higher-degree terms agree as well. The terms of degree $n+1$ on the left-hand side are

$$
\sum_{\substack{i, j \\ i+j=n}} \frac{x^{i}}{i!} y \frac{(-1)^{j} x^{j}}{j!}=\sum_{j=0}^{n}(-1)^{j} \frac{x^{n-j} y x^{j}}{(n-j)!j!}
$$

Using the inductive hypothesis, the terms of degree $n+1$ on the right-hand side are

$$
\begin{aligned}
\frac{[\overbrace{x, \ldots, x}, y]}{n} & =[\frac{x}{n}, \frac{[\overbrace{x, \ldots, x}, y]}{(n-1)!}] \\
& =\left[\frac{x}{n}, \sum_{j=0}^{n-1} \frac{(-1)^{j} x^{n-1-j} y x^{j}}{(n-1-j)!j!}\right] \\
& =\frac{x}{n}\left(\sum_{j=0}^{n-1} \frac{(-1)^{j} x^{n-1-j} y x^{j}}{(n-1-j)!j!}\right)-\left(\sum_{k=0}^{n-1} \frac{(-1)^{k} x^{n-1-k} y x^{k}}{(n-1-k)!k!}\right) \frac{x}{n} \\
& =\sum_{j=0}^{n-1} \frac{(-1)^{j} x^{n-j} y x^{j}}{n(n-1-j)!j!}-\sum_{k=0}^{n-1} \frac{(-1)^{k} x^{n-1-k} y x^{k+1}}{n(n-1-k)!k!} ;
\end{aligned}
$$

gathering like terms (when $j=k+1$ ),

$$
\begin{aligned}
& =\frac{(-1)^{0} y^{n} x}{n(n-1)!}+\sum_{j=1}^{n-1}\left(\frac{(-1)^{j} x^{n-j} y x^{j}}{n(n-1-j)!j!}-\frac{(-1)^{j-1} x^{n-j} y x^{j}}{n(n-j)!(j-1)!}\right)-\frac{(-1)^{n-1} x y^{n}}{n!} \\
& =\frac{y^{n} x}{n!}+\sum_{j=1}^{n-1}\left(\frac{(-1)^{j} x^{n-j} y x^{j}(n-j)}{n(n-j)(n-1-j)!j!}+\frac{(-1)^{j} x^{n-j} y x^{j}(j)}{n(n-j)!(j)(j-1)!}\right)+\frac{(-1)^{n} x y^{n}}{n!} \\
& =\frac{y^{n} x}{n!}+\left(\sum_{j=1}^{n-1} \frac{(-1)^{j} x^{n-j} y x^{j}(n-j+j)}{n(n-j)!j!}\right)+\frac{(-1)^{n} x y^{n}}{n!} \\
& =\frac{y^{n} x}{n!}+\left(\sum_{j=1}^{n-1} \frac{(-1)^{j} x^{n-j} y x^{j}}{(n-j)!j!}\right)+\frac{(-1)^{n} x y^{n}}{n!} \\
& =\sum_{j=0}^{n} \frac{(-1)^{j} x^{n-j} y x^{j}}{(n-j)!j!},
\end{aligned}
$$

as desired. This proves the identity.

Lemma 4.2. Suppose $J^{p}=0$. If $H=1+S$ is an algebra subgroup of $1+J$, then $\mathbf{N}_{G}(H)=$ $\exp \mathbf{N}_{J}(S)$.

Proof. We begin by showing $\exp \mathbf{N}_{J}(S) \subseteq \mathbf{N}_{G}(H)$. If $x \in \mathbf{N}_{J}(S)$, then for all $y \in S$, we have $[x, y],[x, x, y], \ldots,[\overbrace{x, \ldots, x}^{p-2}, y] \in S$. Since $S$ is a subspace of $J$, this implies $\exp (\operatorname{ad} x)(y) \in S$. By Lemma 4.1, this means $y^{(\exp x)^{-1}} \in S$. Therefore, $(1+y)^{(\exp x)^{-1}} \in 1+S$. That is, $\exp x \in \mathbf{N}_{G}(H)$.

To show the reverse containment, let $y \in S$ and $g \in \mathbf{N}_{G}(H)$. Write $g=\exp x$ for some $x \in J$. (We wish to show $x \in \mathbf{N}_{J}(S)$.) Now $\exp (-x)=g^{-1} \in \mathbf{N}_{G}(H)$, and so $\exp (\operatorname{ad} x)(y)=y^{\exp (-x)} \in S$ (using Lemma 4.1 again). That is, $S$ is stabilized by

$$
\exp (\operatorname{ad} x)=I+\operatorname{ad} x+\frac{(\operatorname{ad} x)^{2}}{2!}+\cdots+\frac{(\operatorname{ad} x)^{p-2}}{(p-2)!}
$$

Consider the nilpotent algebra generated by ad $x$ in $\operatorname{End}(J)$, the algebra of endomorphisms of $J$. By Lemma 3.3 , the algebra generated by $\operatorname{ad} x+\frac{(\operatorname{ad} x)^{2}}{2!}+\cdots+\frac{(\operatorname{ad} x)^{p-2}}{(p-2)!}$ is the same as the algebra generated by ad $x$. Thus, ad $x$ stabilizes $S$, which means $x \in \mathbf{N}_{J}(S)$.

Theorem 4.3. If $J^{p}=0$, then normalizers of algebra subgroups are exponentially closed, hence strong.

Proof. Suppose $H=\exp (S)$ is an algebra subgroup of $G$. If $g \in \mathbf{N}_{G}(H)$, then by Lemma 4.2, $g=\exp (x)$ for some $x \in \mathbf{N}_{J}(S)$. For $\alpha \in F, \alpha x \in \mathbf{N}_{J}(S)$ since $\mathbf{N}_{J}(S)$ is a Lie algebra. It follows that $\exp (\alpha x) \in \mathbf{N}_{G}(H)$. Therefore, $\mathbf{N}_{G}(H)$ is exponentially closed, as desired.

In fact, Theorem 4.3 will be superseded by Theorem 4.5 below. However, we show the details for the case $J^{p}=0$ using the exponential map because we would like to mimic this proof for the general case using the Artin-Hasse exponential map. Unfortunately, we will succeed in generalizing the result only to $J^{p+1}=0$; our methods will yield counter-examples otherwise.

### 4.2 When $J^{p} \neq 0$ : the Artin-Hasse exponential series

We wish to define an operator, say had $x$, that plays the same role for the Artin-Hasse exponential that ad $x$ plays for the ordinary exponential map when conjugating. Specifically, for $x, y \in J$, we would like had $x$ to satisfy the following analog of the identity from Lemma 4.1:

$$
\begin{equation*}
y^{E_{p}(x)^{-1}}=E_{p}(\operatorname{had} x)(y) . \tag{4.1}
\end{equation*}
$$

To develop the identities needed to compute had $x$, we temporarily work in a field of characteristic zero. Computing the left-hand side of equation (4.1), we have

$$
\begin{aligned}
y^{E_{p}(x)^{-1}} & =E_{p}(x) y E_{p}(x)^{-1} \\
& =\exp \left(x+\frac{x^{p}}{p}+\cdots\right) y \exp \left(x+\frac{x^{p}}{p}+\cdots\right)^{-1} \\
& =\exp \left(\operatorname{ad}\left(x+\frac{x^{p}}{p}+\cdots\right)\right)(y) \\
& =\exp \left(\operatorname{ad} x+\frac{\operatorname{ad} x^{p}}{p}+\cdots\right)(y) .
\end{aligned}
$$

Thus, if we define $\vartheta_{x}$ by

$$
\begin{equation*}
E_{p}\left(\operatorname{ad} x+\vartheta_{x}\right)=\exp \left(\operatorname{ad} x+\frac{\operatorname{ad} x^{p}}{p}+\cdots\right) \tag{4.2}
\end{equation*}
$$

then had $x=\operatorname{ad} x+\vartheta_{x}$ is the operator we are looking for. Expanding the left-hand side of equation (4.2) yields

$$
\exp \left(\left(\operatorname{ad} x+\vartheta_{x}\right)+\frac{\left(\operatorname{ad} x+\vartheta_{x}\right)^{p}}{p}+\cdots\right)=\exp \left(\operatorname{ad} x+\frac{\operatorname{ad} x^{p}}{p}+\cdots\right)
$$

Since exp is a bijection, this implies

$$
\begin{equation*}
\left(\operatorname{ad} x+\vartheta_{x}\right)+\frac{\left(\operatorname{ad} x+\vartheta_{x}\right)^{p}}{p}+\cdots=\operatorname{ad} x+\frac{\operatorname{ad} x^{p}}{p}+\cdots \tag{4.3}
\end{equation*}
$$

(Recall that char $F=0$ for now.) Note that $\vartheta_{x}$ has degree $p$ in the sense that $\vartheta_{x}\left(J^{i}\right) \subseteq J^{i+p}$ for all $i$.

Let us now work out exactly what $\vartheta_{x}$ is when $J^{2 p}=0$. In this case, equation (4.3) reduces to

$$
\operatorname{ad} x+\vartheta_{x}+\frac{(\operatorname{ad} x)^{p}}{p}=\operatorname{ad} x+\frac{\operatorname{ad} x^{p}}{p} .
$$

Solving for $\vartheta_{x}$, we obtain

$$
\vartheta_{x}=\frac{\operatorname{ad} x^{p}}{p}-\frac{(\operatorname{ad} x)^{p}}{p}
$$

Let $L_{x}, R_{x}$ denote left and right multiplication by $x$, respectively. Then ad $x=L_{x}-R_{x}$ and so

$$
\begin{aligned}
\vartheta_{x} & =\frac{L_{x^{p}}-R_{x^{p}}}{p}-\frac{\left(L_{x}-R_{x}\right)^{p}}{p} \\
& =\frac{L_{x}^{p}-R_{x}^{p}-\left(L_{x}-R_{x}\right)^{p}}{p} .
\end{aligned}
$$

Therefore, if $J^{2 p}=0$,

$$
\text { had } \begin{align*}
x & =\operatorname{ad} x+\frac{L_{x}^{p}-R_{x}^{p}-\left(L_{x}-R_{x}\right)^{p}}{p} \\
& =L_{x}-R_{x}+\frac{L_{x}^{p}-R_{x}^{p}-\left(L_{x}-R_{x}\right)^{p}}{p} . \tag{4.4}
\end{align*}
$$

This expression might look familiar. Indeed, if $p$ is odd, then $\left(-R_{x}\right)^{p}=-R_{x}^{p}$ and so

$$
\begin{aligned}
\text { had } x & =L_{x}-R_{x}+\frac{L_{x}^{p}-R_{x}^{p}-\left(L_{x}-R_{x}\right)^{p}}{p} \\
& =L_{x}+\left(-R_{x}\right)-\sum_{i=1}^{p-1} \frac{1}{p}\binom{p}{i} L_{x}^{p-i}\left(-R_{x}\right)^{i} \\
& =s_{1}\left(L_{x}, L_{x} ;-R_{x},-R_{x}\right),
\end{aligned}
$$

where $s_{1}$ is the first Witt addition polynomial (equation (2.4)).
On the other hand, if $p=2$, then formula 4.4 simplifies to

$$
\begin{aligned}
\text { had } x & =L_{x}-R_{x}+\frac{L_{x}^{2}-R_{x}^{2}-\left(L_{x}-R_{x}\right)^{2}}{2} \\
& =L_{x}-R_{x}+\frac{L_{x}^{2}-R_{x}^{2}-\left(L_{x}^{2}-2 L_{x} R_{x}+R_{x}^{2}\right)}{2} \\
& =L_{x}-R_{x}+\frac{2 L_{x} R_{x}-2 R_{x}^{2}}{2} \\
& =L_{x}-R_{x}+L_{x} R_{x}-R_{x}^{2} .
\end{aligned}
$$

Now if $\alpha \in F$, then for any $p$,

$$
\begin{aligned}
\vartheta_{\alpha x} & =\frac{L_{\alpha x}^{p}-R_{\alpha x}^{p}-\left(L_{\alpha x}-R_{\alpha x}\right)^{p}}{p} \\
& =\frac{\alpha^{p} L_{x}^{p}-\alpha^{p} R_{x}^{p}-\left(\alpha L_{x}-\alpha R_{x}\right)^{p}}{p} \\
& =\frac{\alpha^{p} L_{x}^{p}-\alpha^{p} R_{x}^{p}-\alpha^{p}\left(L_{x}-R_{x}\right)^{p}}{p} \\
& =\alpha^{p}\left(\frac{L_{x}^{p}-R_{x}^{p}-\left(L_{x}-R_{x}\right)^{p}}{p}\right) \\
& =\alpha^{p} \vartheta_{x} .
\end{aligned}
$$

While the above computations were carried out in characteristic zero, the resulting identities hold in any characteristic. We summarize in a lemma.

Lemma 4.4. Suppose J is a finitely generated algebra over a field Fof arbitrary characteristic $p$ and that $J^{2 p}=0$.
(a) If $p$ is an odd prime, then had $x=L_{x}-R_{x}-\sum_{i=1}^{p-1}(-1)^{i} \frac{1}{p}\binom{p}{i} L_{x}^{p-i} R_{x}^{i}$.
(b) If $p=2$, then had $x=L_{x}-R_{x}+L_{x} R_{x}-R_{x}^{2}$.
(c) For any prime $p$, if $\alpha \in F$, then $\operatorname{had}(\alpha x)=\alpha \operatorname{ad} x+\alpha^{p} \vartheta_{x}$.

Recall that identity (4.1), which defines had $x$, means the element $E_{p}(x)$ normalizes $1+S$ if and only if $E_{p}\left(\operatorname{ad} x+\vartheta_{x}\right)$ stabilizes $S$. But by Lemma 3.3, $E_{p}\left(\operatorname{ad} x+\vartheta_{x}\right)$ stabilizes $S$ if and only if ad $x+\vartheta_{x}$ stabilizes $S$. Unfortunately, $\vartheta_{x}$ is not linear in $x$ and this is what can prevent normalizers from being AH-closed, as we now show. The theorem is stated as a result about normalizers of linear subspaces of $J$, which is a slightly more general setting than normalizers of algebra subgroups. Indeed, if $H=1+S$ is an algebra subgroup of $G=1+J$, then $\mathbf{N}_{G}(S)=\mathbf{N}_{G}(H)$, since $(1+x)^{g}=1+x^{g}$ for all $x \in J$ and $g \in G$.

Theorem 4.5. Let $S$ be a linear subspace of $J$.
(a) If $J^{p+1}=0$, then $N_{G}(S)$ is AH-closed (hence strong).
(b) If $J^{p+1} \neq 0$, then examples exist for which $\left|N_{G}(S)\right|=p \cdot q^{a}$, and so $N_{G}(S)$ need not be strong.

Proof. For part (a), suppose $J^{p+1}=0$ and $S$ is a subspace of $J$. Let $E_{p}(x) \in \mathbf{N}_{G}(S)$. By the discussion following Lemma 4.4, this occurs if and only if ad $x+\vartheta_{x}$ stabilizes $S$. But since $\vartheta_{x}$ has degree $p$ and $J^{p+1}=0$, this occurs if and only if ad $x$ stabilizes $S$. Let $\alpha \in F$ be arbitrary. We wish to determine whether $E_{p}(\alpha x) \in \mathbf{N}_{G}(S)$, so whether $\operatorname{ad}(\alpha x)+\vartheta_{\alpha x}=$ $\operatorname{ad}(\alpha x)=\alpha$ ad $x$ stabilizes $S$. But $S$ is a subspace of $J$, so $\alpha$ ad $x$ stabilizes $S$ whenever ad $x$ does. We conclude that $N_{G}(S)$ is AH-closed, hence strong.

For part (b), we construct a family of counter-examples showing normalizers of linear subspaces need not be strong when $J^{p+1} \neq 0$. If $\mathcal{J}$ is the free $F$-algebra on two generators, set $J=\mathcal{J} / \mathcal{J}^{p+2}$ and let $x$ and $y$ be the images in $J$ of the two free generators. Since $\mathcal{J}$ is a graded algebra and $\mathcal{J}^{p+2}$ is generated by homogeneous elements, $J$ is graded as well. Specifically, if $J_{n}$ denotes the additive abelian subgroup of $J$ generated by the homogeneous elements of degree $n$ in $x$ and $y$, then

$$
J=\bigoplus_{n=1}^{p+1} J_{n}
$$

(an internal direct sum) and $J_{r} J_{s} \subseteq J_{r+s}$, for all $r, s \in\{1, \ldots, p+1\}$. Let

$$
\mathcal{B}=\left\{y,\left(\operatorname{ad} x+\vartheta_{x}\right)(y),\left(\operatorname{ad} x+\vartheta_{x}\right)^{2}(y), \ldots,\left(\operatorname{ad} x+\vartheta_{x}\right)^{p}(y)\right\},
$$

and set $S=\operatorname{span}(\mathcal{B})$. This defines $S$ to be a subspace of $J$ containing $y$ and stabilized by ad $x+\vartheta_{x}$. It follows that $E_{p}(x) \in \mathbf{N}_{G}(S)$, so in particular, $y^{E_{p}(x)^{-1}} \in S$. The question is whether $E_{p}(\alpha x) \in \mathbf{N}_{G}(S)$ for arbitrary $\alpha \in F$. This happens if and only if $\operatorname{ad}(\alpha x)+\vartheta_{\alpha x}$ stabilizes $S$.

Therefore, we must determine if $\operatorname{ad}(\alpha x)+\vartheta_{\alpha x}=\alpha \operatorname{ad} x+\alpha^{p} \vartheta_{x}$ stabilizes $S$. For all primes $p, J^{2 p} \subseteq J^{p+2}=0$, and so Lemma 4.4 implies $\operatorname{ad}(\alpha x)+\vartheta_{\alpha x}=\alpha \operatorname{ad} x+\alpha^{p} \vartheta_{x}$. Because
ad $x+\vartheta_{x}$ stabilizes $S$, it follows that

$$
\alpha^{p}\left(\operatorname{ad} x+\vartheta_{x}\right)=\alpha^{p} \operatorname{ad} x+\alpha^{p} \vartheta_{x}
$$

does, too. Hence, $\alpha$ ad $x+\alpha^{p} \vartheta_{x}$ stabilizes $S$ if and only if

$$
\begin{equation*}
\left(\alpha^{p} \operatorname{ad} x+\alpha^{p} \vartheta_{x}\right)-\left(\alpha \operatorname{ad} x+\alpha^{p} \vartheta_{x}\right)=\left(\alpha^{p}-\alpha\right) \operatorname{ad} x \tag{4.5}
\end{equation*}
$$

does. If $\alpha \notin \mathbb{F}_{p}$, then $\alpha^{p}-\alpha \neq 0$, so $\left(\alpha^{p}-\alpha\right)^{-1} \in F$. In this case, $\alpha$ ad $x+\alpha^{p} \vartheta_{x}$ stabilizes $S$ if and only if

$$
\left(\alpha^{p}-\alpha\right)^{-1}\left(\alpha^{p}-\alpha\right) \operatorname{ad} x=\operatorname{ad} x
$$

does. So the question becomes whether ad $x(S) \subseteq S$. In particular, is ad $x(y)=x y-y x$ in $S$ ? Suppose so. Then there exist $a_{0}, a_{1}, \ldots, a_{p} \in F$ so that

$$
\begin{equation*}
x y-y x=a_{0} y+\sum_{n=1}^{p} a_{n}\left(\operatorname{ad} x+\vartheta_{x}\right)^{n}(y) . \tag{4.6}
\end{equation*}
$$

Notice that since $J^{p+2}=0$ and $\vartheta_{x}$ has degree $p,\left(\operatorname{ad} x+\vartheta_{x}\right)^{n}=(\operatorname{ad} x)^{n}=\left(L_{x}-R_{x}\right)^{n}$ for all $n \geqslant 2$. Therefore, if $n \geqslant 2$,

$$
\begin{aligned}
\left(\operatorname{ad} x+\vartheta_{x}\right)^{n}(y) & =\left(L_{x}-R_{x}\right)^{n}(y) \\
& =\left(\sum_{i=0}^{n}\binom{n}{i} L_{x}^{n-i}\left(-R_{x}\right)^{i}\right)(y) \\
& =\sum_{i=0}^{n}(-1)^{i}\binom{n}{i} x^{n-i} y x^{i},
\end{aligned}
$$

which lies in the homogeneous component $J_{n+1}$. In particular, for $n=p$,

$$
\begin{aligned}
\left(\operatorname{ad} x+\vartheta_{x}\right)^{p}(y) & =\left(L_{x}-R_{x}\right)^{p}(y) \\
& =\left(L_{x}^{p}-R_{x}^{p}\right)(y) \\
& =x^{p} y-y x^{p} .
\end{aligned}
$$

Hence, equation (4.6) becomes

$$
\begin{aligned}
x y-y x & =a_{0} y+a_{1}\left(\operatorname{ad} x+\vartheta_{x}\right)(y)+\sum_{n=2}^{p-1} a_{n}(\operatorname{ad} x)^{n}(y)+a_{p}(\operatorname{ad} x)^{p}(y) \\
& =a_{0} y+a_{1}\left(x y-y x+\vartheta_{x}(y)\right)+\sum_{n=2}^{p-1} a_{n}(\operatorname{ad} x)^{n}(y)+a_{p}\left(x^{p} y-y x^{p}\right) .
\end{aligned}
$$

On the one hand, the coefficient of $x y$ on the left-hand side is 1 , so $a_{1}$, the coefficient of $x y$ on the right-hand side must also be 1 . On the other hand, since $x y-y x \in J_{2}$, the terms on the right-hand side lying in $J_{p+1}$ must sum to zero. That is,

$$
\begin{equation*}
a_{1} \vartheta_{x}(y)+a_{p}\left(x^{p} y-y x^{p}\right)=0 \tag{4.7}
\end{equation*}
$$

We must consider two cases. If $p$ is odd, then by Lemma 4.4 (a), equation (4.7) becomes

$$
a_{1} \sum_{i=1}^{p-1}(-1)^{i+1} \frac{1}{p}\binom{p}{i} x^{p-i} y x^{i}+a_{p}\left(x^{p} y-y x^{p}\right)=0
$$

The coefficient, $a_{p}$, of $x^{p} y$ must be 0 , so $a_{1}=0$ also, a contradiction. If $p=2$, then by Lemma 4.4 (b), equation (4.7) becomes

$$
a_{1}\left(x y x-y x^{2}\right)+a_{2}\left(x^{2} y-y x^{2}\right)=0 .
$$

Here again, $a_{2}$, the coefficient of $x^{2} y$, must be 0 , which forces $a_{1}=0$, a contradiction.
In either case, ad $x(y)=x y-y x$ is not a linear combination of the elements of $\mathcal{B}$. Going back to equation (4.5), we conclude $E_{p}(\alpha x) \in \mathbf{N}_{G}(S)$ if and only if $\alpha \in \mathbb{F}_{p}$. This shows that $\mathbf{N}_{G}(S)$ is not AH-closed if $F \neq \mathbb{F}_{p}$.

In fact, we claim $\mathbf{N}_{G}(S)$ is not strong if $F \neq \mathbb{F}_{p}$. The set $S$ was constructed so that $y^{g} \in S$ if and only if $y^{g}=y$ or else $y^{g}=\left(\operatorname{ad} x+\vartheta_{x}\right)^{n}(y)$ for some $n$. We know $\mathbf{C}_{G}(S) \subseteq \mathbf{N}_{G}(S)$ and that $\left|\mathbf{C}_{G}(S)\right|=q^{a}$, for some $a$, since it is an $F$ - algebra. In this case, nothing commutes with $\left(\operatorname{ad} x+\vartheta_{x}\right)(y)$ that does not kill it, while $y$ commutes only with powers of itself and elements of $J^{p+1}$. Therefore, $\mathbf{C}_{J}(S)$ is the $F$-algebra generated by $y^{p}$ and $J^{p+1}$.

We have shown that $\mathbf{N}_{G}(S)$ also contains the $p$ elements of the form $E_{p}(\alpha x)$ for $\alpha \in \mathbb{F}_{p}$. Therefore, $\left|\mathbf{N}_{G}(S)\right|=q^{a} p$. If $F \neq \mathbb{F}_{p}$, this cannot be a strong subgroup, since its order is not a power of $q$.

In fact, the proof of part (b) of Theorem 4.5 can be strengthened to show that normalizers of algebra subgroups need not be strong. In this case, the algebra generated by the set $\mathcal{B}$ has the same normalizer as the vector space spanned by $\mathcal{B}$. Let $A$ be the subalgebra of $J$ generated by the set $\mathcal{B}$. Extend $\mathcal{B}$ to a vector space basis $\hat{\mathcal{B}}$ of $A$, by including all products of elements in $\mathcal{B}$. Then essentially the same argument shows that $N_{G}(A)=N_{G}(S)$, which is not strong if $F \neq \mathbb{F}_{p}$.

## CHAPTER 5

## Strong Subgroups

In Chapters 1 and 3, we defined certain strong subgroups in terms of the exponential and Artin-Hasse exponential series. The goal of this chapter is to show that an arbitrary strong subgroup can be described in terms of power series. Perhaps surprisingly, the class of power series that can be used for such a description is quite large. We start in $\S 5.1$ with two easy negative results. Part of the purpose here is to illustrate the power-series description of strong subgroups found in §5.2. In §5.3, we present a more thorough treatment of this description in the case where the group is abelian and the power series has an additional property.

### 5.1 Two counter-examples

In this section, we construct two counter-examples. These constructions will ease us into the more complicated constructions in the main result of this chapter, which appears in §5.2.

First, we construct a family of examples that shows that the collection of strong subgroups of an algebra group need not be closed under intersection. Let $G=1+J$ be a finite $F$-algebra group where $F$ has characteristic $p>2$ and order $q>p$. Let $x \in J$ with $x^{p}=0$ but $x^{2} \neq 0$. Suppose $f: F \rightarrow F$ is a nonzero additive map with $f(1)=0$. Define the set $H$ by

$$
H=\left\{(1+x)^{\alpha}\left(1+x^{2}\right)^{f(\alpha)}: \alpha \in F\right\} .
$$

It is routine to check that $H$ is an abelian subgroup of $G$ of order $q$. Also $1+x \in H$ since $f(1)=0$.

Now let $A$ be a subalgebra of $J$ with $H \cap(1+A) \neq 1$. Then there exists some nonzero
$\alpha_{0} \in F$ such that

$$
(1+x)^{\alpha_{0}}\left(1+x^{2}\right)^{f\left(\alpha_{0}\right)} \in 1+A .
$$

That is,

$$
\left(1+\alpha_{0} x+\cdots\right)\left(1+f\left(\alpha_{0}\right) x^{2}+\cdots\right) \in 1+A
$$

Thus, there exists some $w \in x^{2} f[x]$ such that

$$
\alpha_{0} x+w \in A .
$$

However, by Lemma 3.3, $\alpha_{0} x+w$ generates the algebra $x F[x]$, which means $x F[x] \subseteq A$. Therefore,

$$
H \cap(1+A)=H .
$$

We have just shown that, for any algebra subgroup $K$ of $G$,

$$
H \cap K=1 \text { or } H \cap K=H \text {; }
$$

and so

$$
|H \cap K|=1 \text { or } q .
$$

Thus, $H$ is a strong subgroup of $G$.
Now since $x^{p}=0$, we may consider the $F$-exponent group $(1+x)^{F}$. This is a strong subgroup of $G$ of order $q$ which is distinct from $H$ since $f$ is not the zero map. However, $1+x \in(1+x)^{F} \cap H$. Thus,

$$
1<\left|(1+x)^{F} \cap H\right|<q .
$$

This means that $(1+x)^{F} \cap H$ is not strong. Therefore, the intersection of strong subgroups need not be strong.

Next, we construct an example which shows that strong subgroups need not be isomorphic to algebra subgroups (even for a different $F$-algebra). Let $G=1+J$ be a finite
$F$-algebra group where $F$ has odd characteristic $p$ and order $q$. Let $x \in J$ with $x^{p+1}=0$ but $x^{p} \neq 0$. Define the subgroup $K$ by

$$
K=\mathcal{E}_{p}^{F}(x)=E_{p}(F x) E_{p}\left(F x^{p}\right) .
$$

Then $K$ is a strong subgroup of exponent $p^{2}$ and order $q^{2}$.
Suppose there is an isomorphism $K \rightarrow 1+A$ for some nilpotent $F$-algebra $A$. Then $\operatorname{dim}_{F}(A)=2$. Since the exponent of $1+A$ is $p^{2}$, there is some element $u \in A$ such that $o(1+u)=p^{2}$. It follows that $u, u^{2}, \ldots, u^{p}$ are linearly independent. Since $p$ is odd, this contradicts the fact that $A$ has dimension 2. Therefore, the strong subgroup $K$ is not isomorphic to any algebra subgroup.

### 5.2 A power-series description of strong subgroups

In this section, we prove the main result of this chapter. First, we make some definitions. Assume $J$ is a nilpotent $F$-algebra with $\operatorname{dim}_{F}(J)=n$. An ideal frame of $J$ is a basis $\left\{v_{1}, \ldots, v_{n}\right\}$ of $J$ satisfying

$$
v_{i} J, J v_{i} \subseteq \operatorname{span}\left\{v_{i+1}, \ldots, v_{n}\right\}
$$

for all $i=1, \ldots, n$. Notice that such bases always exist. For example, refine the chain

$$
J \supset J^{2} \supset \cdots \supset J^{m-1} \supset J^{m}=0
$$

to a maximal flag

$$
J=V_{1} \supset V_{2} \supset \cdots \supset V_{n-1} \supset V_{n} \supset 0
$$

and choose $v_{i} \in V_{i} \backslash V_{i+1}$ for all $i=1, \ldots, n$. Then $\left\{v_{1}, \ldots, v_{n}\right\}$ is an ideal frame of $J$.
Now suppose $G=1+J$ is an $F$-algebra group where $\operatorname{dim}_{F}(J)=n$. Let $\left\{v_{1}, \ldots, v_{n}\right\}$ be an ideal frame of $J$ and write $V_{i}=\operatorname{span}\left\{v_{i}, \ldots, v_{n}\right\}$. Note that $1+V_{i}$ is an algebra subgroup of $G$ and that every element of $1+V_{i}$ is of the form $1+\alpha v_{i}+w_{i+1}$ for some unique $\alpha \in F$ and $w_{i+1} \in V_{i+1}$. For $i=1, \ldots, n$, we define maps $*_{i}: 1+V_{i} \rightarrow F$ by

$$
*_{i}: 1+\alpha v_{i}+w_{i+1} \longmapsto \alpha
$$

where $\alpha \in F$ and $w_{i+1} \in V_{i+1}$. Clearly, $*_{i}$ is onto $F$ and has kernel $1+V_{i+1}$.
Lemma 5.1. Let $G=1+J$ be a finite $F$-algebra group where $F$ is a field of order $q$. If $\operatorname{dim}_{F}(J)=n$, let $\left\{v_{1}, \ldots, v_{n}\right\}$ be an ideal frame of $J$ and write $V_{i}=\operatorname{span}\left\{v_{i}, \ldots, v_{n}\right\}$. Suppose $H$ is a strong subgroup of $G$ for which $H \varsubsetneqq\left(1+V_{2}\right)$. If $H_{2}=H \cap\left(1+V_{2}\right)$, then
(a) $\left|H: H_{2}\right|=q$;
(b) for all $\alpha \in F$, there exists some $t \in V_{2}$ such that $1+\alpha v_{1}+t \in H$.

Proof. Since $H \nsubseteq\left(1+V_{2}\right),\left|H: H_{2}\right|>1$. But $|H|$ and $\left|H_{2}\right|$ are both powers of $q$, as $H$ is strong in $G$ and $1+V_{2}$ is an algebra subgroup of $G$. Thus, $\left|H: H_{2}\right|=q^{a}$ for some $a \geqslant 1$. On the other hand, $\left|1+J: 1+V_{2}\right|=q$ which forces $\left|H: H_{2}\right|=q$ as well.

Next, if we restrict the map $*_{1}: G \rightarrow F$ to $H$, the kernel of the restriction is $H_{2}$. But since $\left|H: H_{2}\right|=q=|F|$, the restriction of $*_{1}$ to $H$ must be onto $F$. That is, for all $\alpha \in F$, there exists some $t \in V_{2}$ such that $1+\alpha v_{1}+t \in H$.

A power series with constant term 1 is said to be strict. In keeping with this metaphor, we make the following definition. A power series $\sigma: J \rightarrow 1+J$ is said to be stringent if it is of the form

$$
\sigma(x)=1+x+\alpha_{2} x^{2}+\alpha_{3} x^{3}+\cdots
$$

for $x \in J$. That is, $\sigma$ is stringent provided its linear coefficient and constant term are both 1 . Examples of stringent power series include

$$
\exp (x)=1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\cdots
$$

and

$$
\begin{aligned}
E_{p}(x) & =\exp \left(x+\frac{x^{p}}{p}+\frac{x^{p^{2}}}{p^{2}}+\cdots\right) \\
& =1+\sum_{n=1}^{\infty} \frac{\left|\cup \operatorname{Syl}_{p}\left(S_{n}\right)\right|}{n!} x^{n} \quad(\text { by Lemma 2.11) } \\
& =1+\frac{\left|\cup \operatorname{Syl}_{p}\left(S_{1}\right)\right|}{1!} x+\sum_{n=2}^{\infty} \frac{\left|\cup \operatorname{Syl}_{p}\left(S_{n}\right)\right|}{n!} x^{n} \\
& =1+x+\sum_{n=2}^{\infty} \frac{\left|\cup \operatorname{Syl}_{p}\left(S_{n}\right)\right|}{n!} x^{n} .
\end{aligned}
$$

We next prove some basic properties of stringent power series.
Proposition 5.2. Stringent power series are invertible.
Proof. It is well-known that a formal power series over a ring $R$ is invertible if and only if its constant term is invertible in $R$. Since the constant term of a stringent power series is 1 , it is invertible.

Proposition 5.3. If $\sigma$ is stringent and $\alpha \in F$, then $\sigma(\alpha x)^{-1}=1-\alpha x+y$, for some $y \in x^{2} F \llbracket x \rrbracket$. Proof. If $\sigma$ is stringent and $\alpha, \beta \in F$, then

$$
\sigma(\alpha x)=1+\alpha x+y_{\alpha} \quad \text { and } \quad \sigma(\beta x)=1+\beta x+y_{\beta},
$$

for some $y_{\alpha}, y_{\beta} \in x^{2} F \llbracket x \rrbracket$. Therefore,

$$
\begin{aligned}
\sigma(\alpha x) \sigma(\beta x) & =\left(1+\alpha x+y_{\alpha}\right)\left(1+\beta x+y_{\beta}\right) \\
& =1+(\alpha+\beta) x+\hat{y}
\end{aligned}
$$

where $\hat{y} \in x^{2} F \llbracket x \rrbracket$. It follows that $\sigma(\alpha x) \sigma(\beta x)=1$ if and only if $\beta=-\alpha$ and $y=y_{\beta} \in x^{2} F \llbracket x \rrbracket$ is chosen so that $\hat{y}=0$.

For a stringent power series, $\sigma$, define $\sigma(F x)=\{\sigma(\alpha x) \mid \alpha \in F\}$. This is a subset, but not necessarily a subgroup, of $G$.

We next show that for any stringent power series $\sigma$, a finite algebra group with a fixed ideal frame is the product, with uniqueness, of some of its subsets of the form $\sigma(F x)$. Since algebra groups need not be commutative, we will use product notation with the convention that the product is taken in order of the index. That is,

$$
\prod_{i=1}^{n} \sigma\left(F v_{i}\right)=\sigma\left(F v_{1}\right) \sigma\left(F v_{2}\right) \cdots \sigma\left(F v_{n}\right)
$$

Lemma 5.4. Let $G=1+J$ be a finite F-algebra group. Suppose $\left\{v_{1}, \ldots, v_{n}\right\}$ is an ideal frame of $J$, where $n=\operatorname{dim}_{F}(J)$. Suppose $\sigma: J \rightarrow 1+J$ is a stringent power series. If $V_{i}=\operatorname{span}\left\{v_{i}, \ldots, v_{n}\right\}$, then
(a) $1+V_{i}=\sigma\left(F v_{i}\right)\left(1+V_{i+1}\right)$ for all $i=1, \ldots, n-1$;
(b) every element of $G$ has a unique representation of the form

$$
\sigma\left(\alpha_{1} v_{1}\right) \sigma\left(\alpha_{2} v_{2}\right) \cdots \sigma\left(\alpha_{n} v_{n}\right)
$$

where $\alpha_{1}, \ldots, \alpha_{n} \in F$. In particular,

$$
G=\prod_{i=1}^{n} \sigma\left(F v_{i}\right) .
$$

Proof. For part (a), fix $i \in\{1, \ldots, n\}$ and choose $g \in 1+V_{i}$. Then $g=1+\alpha v_{i}+w_{i+1}$ for some $\alpha \in F$ and some $w_{i+1} \in V_{i+1}$. Now

$$
\begin{aligned}
\sigma\left(\alpha v_{i}\right)^{-1} g & =\left(1-\alpha v_{i}+\cdots\right)\left(1+\alpha v_{i}+w_{i+1}\right) \\
& =1+0 v_{i}+\hat{w}_{i+1}
\end{aligned}
$$

for some $\hat{w}_{i+1} \in V_{i+1}$. That is, $g=\sigma\left(\alpha v_{i}\right)\left(1+\hat{w}_{i+1}\right)$, which implies $1+V_{i} \subseteq \sigma\left(F v_{i}\right)\left(1+V_{i+1}\right)$. The reverse inclusion is immediate from the definition of the $V_{i}$ 's and so equality holds.

For part (b), consider an element $g \in G$. Apply the map $*_{1}$ to $g$, say $*_{1}: g \mapsto \alpha_{1}$. Then, by part (a), $g=\sigma\left(\alpha_{1} v_{1}\right)\left(1+w_{2}\right)$ for some (unique) $w_{2} \in V_{2}$. Next, apply $*_{2}$ to ( $1+w_{2}$ ) and
express $g$ uniquely as $g=\sigma\left(\alpha_{1} v_{1}\right) \sigma\left(\alpha_{2} v_{2}\right)\left(1+w_{3}\right)$ for some $\alpha_{2} \in F$ and $w_{3} \in V_{3}$. Successive application of the remaining maps $*_{i}$ enables us to write

$$
g=\sigma\left(\alpha_{1} v_{1}\right) \sigma\left(\alpha_{2} v_{2}\right) \cdots \sigma\left(\alpha_{n} v_{n}\right)
$$

where $\alpha_{1}, \ldots, \alpha_{n} \in F$ are uniquely determined. It follows that

$$
G=\prod_{i=1}^{n} \sigma\left(F v_{i}\right),
$$

where the product is taken in order.
With these preliminaries in place, we are now ready to state our main theorem.

Theorem 5.5. Suppose $F$ is a field of order $q, G=1+J$ is a finite $F$-algebra group, and $\left\{v_{1}, \ldots, v_{n}\right\}$ is an ideal frame of $J$, where $n=\operatorname{dim}_{F}(J)$. Let $\sigma: J \rightarrow 1+J$ be a stringent power series. If $H$ is a strong subgroup of $G$, then there exist a partition $I_{f} \dot{\cup} I_{d}=\{1, \ldots, n\}$ and functions $f_{i j}: F \rightarrow F$ for all $i \in I_{f}$ and $j \in I_{d}$ with $j>i$ such that, for all $\alpha \in F$,

$$
h_{i}(\alpha)=\sigma\left(\alpha v_{i}\right) \prod_{\substack{j \in I_{d} \\ j>i}} \sigma\left(f_{i j}(\alpha) v_{j}\right)
$$

is an element of $H$. Furthermore, every $h \in H$ has a unique representation of the form

$$
h=\prod_{i \in I_{f}} h_{i}\left(\alpha_{i}\right)
$$

where $\alpha_{i} \in$ F. Finally, the set

$$
T=\left\{\prod_{j \in I_{d}} \sigma\left(\beta_{j} v_{j}\right): \beta_{j} \in F\right\}
$$

is a left transversal for $H$ in $G$.

Before beginning the proof, let us revisit the first example of $\S 5.1$, framing it in the notation of the theorem. Recall that we defined $H$ by

$$
H=\left\{(1+x)^{\alpha}\left(1+x^{2}\right)^{f(\alpha)}: \alpha \in F\right\}
$$

where $x^{p}=0, x^{2} \neq 0$, and $f$ is a nonzero additive map with $f(1)=0$. Suppose also that $x^{p-1} \neq 0$ and that $J=x F[x]$. If we define $v_{i}=\log \left(1+x^{i}\right)$, for $i=1,2, \ldots, p-1$ and $\sigma=\exp$, then $\sigma\left(\alpha v_{i}\right)=\exp \left(\alpha v_{i}\right)=\left(1+x^{i}\right)^{\alpha}$ for all $\alpha \in F$. Also note that $\left\{v_{1}, v_{2}, \ldots, v_{p-1}\right\}$ is an ideal frame of $J$. Here $I_{f}=\{1\}$ and $I_{d}=\{2, \ldots, p-1\}$. (The set $I_{f}$ consists of the indices of the frame elements occurring in the "free" factors, while $I_{d}$ consists of the indices occurring in the "dependent" factors.) Set $f_{1,2}=f$ and $f_{1, j}=0$ for $j=3, \ldots, p-1$. Then we have

$$
\begin{aligned}
h_{1}(\alpha) & =\exp \left(\alpha v_{1}\right) \prod_{\substack{j \in I_{d} \\
j>1}} \exp \left(f_{1, j}(\alpha) v_{j}\right) \\
& =(1+x)^{\alpha}\left(1+x^{2}\right)^{f(\alpha)}
\end{aligned}
$$

Thus, every $h \in H$ is of the form

$$
h=\prod_{i \in I_{f}} h_{i}(\alpha)=h_{1}(\alpha)
$$

Furthermore,

$$
T=\left\{\prod_{j \in I_{d}} \exp \left(\beta_{j} v_{j}\right): \beta_{j} \in F\right\}=\left\{\prod_{j \in I_{d}}\left(1+x^{j}\right)^{\beta_{j}}: \beta_{j} \in F\right\}
$$

forms a left transversal for $H$ in $G$.
Note that this example is somewhat specialized. In the general setting, the functions $f_{i j}$ need not be additive, for example. We will consider what happens when the $f_{i j}$ are additive in a special case in $\S 5.3$. But first, we prove Theorem 5.5 by induction on the dimension of $J$.

Proof. Set $V_{2}=\operatorname{span}\left\{v_{2}, \ldots, v_{n}\right\}$. Then $1+V_{2} \unlhd 1+J$ and $\left|1+J: 1+V_{2}\right|=q$. If $H_{2}=H \cap\left(1+V_{2}\right)$, then $H_{2}$ is a strong subgroup of the algebra group $1+V_{2}$ and the result holds for $H_{2}$ by induction. That is, there exist a partition $\hat{I}_{f} \dot{\cup} \hat{I}_{d}=\{2, \ldots, n\}$ and functions $f_{i j}: F \rightarrow F$ for all $i \in \hat{I}_{f}$ and $j \in \hat{I}_{d}$ with $j>i$ that work. In particular,

$$
\hat{T}=\left\{\prod_{j \in \hat{I}_{d}} \sigma\left(\beta_{j} v_{j}\right): \beta_{j} \in F\right\}
$$

is a left transversal for $\mathrm{H}_{2}$ in $1+V_{2}$.
We must consider two cases.
Case 1: Suppose $H \leqslant 1+V_{2}$. This means that $H=H_{2}$. By Proposition 5.4, the set $\sigma\left(F v_{1}\right)$ forms a left transversal for $1+V_{2}$ in $G$. Set $I_{f}=\hat{I}_{f}$ and $I_{d}=\{1\} \cup \hat{I}_{d}$ and define

$$
T=\sigma\left(F v_{1}\right) \hat{T}=\left\{\prod_{j \in I_{d}} \sigma\left(\beta_{j} v_{j}\right): \beta_{j} \in F\right\}
$$

Then

$$
|T|=q|\hat{T}|=q\left|1+V_{2}: H_{2}\right|=|G: H|
$$

and

$$
T H=\sigma\left(F v_{1}\right) \hat{T} H=\sigma\left(F v_{1}\right)\left(1+V_{2}\right)=G .
$$

Hence, $T$ is a left transversal for $H$ in $G$. The description of elements of $H$ as products of $h_{i}\left(\alpha_{i}\right)$ 's remains essentially unchanged from their description as elements of $H_{2}$. Therefore, the result holds in this case.

Case 2: Now suppose that $H_{2}=H \cap\left(1+V_{2}\right) \supsetneqq H$. Since $H$ is strong, $\left|H: H_{2}\right|=q$ by Lemma 5.1. Define $I_{d}=\hat{I}_{d}$, which means $T=\hat{T}$, and so $T H_{2}=\hat{T} H_{2}=1+V_{2}$. Fix $\alpha \in F$. By Lemma 5.1, there exists $h \in H$ such that $*_{1}: h \mapsto \alpha$. Of course, $*_{1}$ also maps $\sigma\left(\alpha v_{1}\right)$ to $\alpha$ and it maps $\sigma\left(\alpha v_{1}\right)^{-1}$ to $-\alpha$. Thus, $*_{1}: \sigma\left(\alpha v_{1}\right)^{-1} h \mapsto 0$, which means $\sigma\left(\alpha v_{1}\right)^{-1} h \in 1+V_{2}=T H_{2}$. Hence, there exist $t_{\alpha} \in T$ and $h_{2} \in H_{2}$ such that $\sigma\left(\alpha v_{1}\right)^{-1} h=t_{\alpha} h_{2}$ or, equivalently,

$$
h=\sigma\left(\alpha v_{1}\right) t_{\alpha} h_{2} .
$$

Indeed, $t_{\alpha}$ is uniquely determined by $\alpha$, as we now show. If we choose another element $g \in H$ which $*_{1}$ maps to $\alpha$, then $g$ and $h$ are in the same $H_{2}$-coset of $H$ and so $g=h k_{2}$ for
some $k_{2} \in H_{2}$. Therefore,

$$
\begin{gathered}
\sigma\left(\alpha v_{1}\right)^{-1} h=t_{\alpha} h_{2}, \\
\sigma\left(\alpha v_{1}\right)^{-1} h k_{2}=t_{\alpha} h_{2} k_{2}, \\
\sigma\left(\alpha v_{1}\right)^{-1} g=t_{\alpha} g_{2},
\end{gathered}
$$

where $g_{2}=h_{2} k_{2} \in H_{2}$.
In addition, since $t_{\alpha} \in T$,

$$
t_{\alpha}=\prod_{j \in I_{d}} \sigma\left(f_{1, j}(\alpha) v_{j}\right)
$$

for some $f_{1, j}(\alpha) \in F$. Thus we have defined the functions $f_{1, j}: F \rightarrow F$ for $j \in I_{d}$.
We now define

$$
\begin{aligned}
h_{1}(\alpha) & =\sigma\left(\alpha v_{1}\right) t_{\alpha} \\
& =\sigma\left(\alpha v_{1}\right) \prod_{j \in I_{d}} \sigma\left(f_{1, j}(\alpha) v_{j}\right) .
\end{aligned}
$$

Notice that $h_{1}(\alpha)$ is uniquely determined by $\alpha$ since the same is true of $t_{\alpha}$. Clearly, $h_{1}(\alpha)$ is sent to $\alpha$ under $*_{1}$. Also,

$$
\begin{aligned}
h_{1}(\alpha) & =\sigma\left(\alpha v_{1}\right) t_{\alpha} \\
& =\sigma\left(\alpha v_{1}\right) t_{\alpha} h_{2} h_{2}^{-1} \\
& =h h_{2}^{-1},
\end{aligned}
$$

which implies that $h_{1}(\alpha)$ is an element of $H$.
Next, let $h_{1}(F)=\left\{h_{1}(\alpha) \mid \alpha \in F\right\}$. Since

$$
\left|h_{1}(F)\right|=q=\left|G: 1+V_{2}\right|=\left|H: H_{2}\right|,
$$

$h_{1}(F)$ forms a left and right transversal for $1+V_{2}$ in $G$ and for $H_{2}$ in $H$. (Recall that
$1+V_{2} \unlhd G$ and $H_{2} \unlhd H$.) Thus,

$$
\begin{aligned}
T H & =T h_{1}(F) H_{2} \\
& =T H_{2} h_{1}(F) \\
& =\hat{T} H_{2} h_{1}(F) \\
& =\left(1+V_{2}\right) h_{1}(F) \\
& =G .
\end{aligned}
$$

Since also

$$
|T|=|\hat{T}|=\left|1+V_{2}: H_{2}\right|=|G: H|,
$$

$T$ is a left transversal for $H$ in $G$.
Finally, we define $I_{f}=\{1\} \cup \hat{I}_{f}$ and conclude that

$$
H=\left\{\prod_{i \in I_{f}} h_{i}\left(\alpha_{i}\right): \alpha_{i} \in F\right\}
$$

which completes the proof.

### 5.3 A special case

We now obtain a stronger result in the special case where $G=1+J$ is abelian and $\sigma: J \mapsto 1+J$ is a stringent power series such that $\sigma(\alpha x) \sigma(\beta x)=\sigma((\alpha+\beta) x)$ for all $x \in J$, $\alpha, \beta \in F$. (When $J^{p}=0$, the exponential map has these properties, for example.) It is useful to extend the maps $*_{i}$ defined in $\S 5.2$. Suppose $\left\{v_{1}, \ldots, v_{n}\right\}$ is an ideal frame of $J$, where $n=\operatorname{dim}_{F}(J)$. By Lemma 5.4, every element of $G$ has a unique representation of the form

$$
\prod_{k=1}^{n} \sigma\left(\alpha_{k} v_{k}\right)
$$

where $\alpha_{k} \in F$. Thus, for $i=1, \ldots, n$, the projection map $\pi_{i}: G \rightarrow F$ given by

$$
\prod_{k=1}^{n} \sigma\left(\alpha_{k} v_{k}\right) \stackrel{\pi_{i}}{\longmapsto} \alpha_{i}
$$

is a well-defined extension of $*_{i}$.

Theorem 5.6. Let $G=1+J$ be a finite, abelian F-algebra group where F has finite order $q$. Let $\sigma: J \mapsto 1+J$ be a stringent power series such that $\sigma(\alpha x) \sigma(\beta x)=\sigma((\alpha+\beta) x)$ for all $x \in J$, $\alpha, \beta \in F$. If $\operatorname{dim}_{F}(J)=n$, suppose $\left\{v_{1}, \ldots, v_{n}\right\}$ is an ideal frame of $J$ and that $I_{f} \dot{\cup} I_{d}$ is a partition of $\{1, \ldots, n\}$. Let $f_{i j}: F \rightarrow F$ be a function for all $i \in I_{f}$ and $j \in I_{d}$ with $j>i$. Define, for $i \in I_{f}, a$ function $h_{i}: F \rightarrow G$ by

$$
h_{i}(\alpha)=\sigma\left(\alpha v_{i}\right) \prod_{\substack{j \in I_{d} \\ j>i}} \sigma\left(f_{i j}(\alpha) v_{j}\right)
$$

for $\alpha \in F$. Set $h_{i}(F)=\left\{h_{i}(\alpha) \mid \alpha \in F\right\}$ and $H=\left\{\prod_{i \in I_{f}} h_{i}\left(\alpha_{i}\right): \alpha_{i} \in F\right\}$. Then the following are equivalent:
(a) $f_{i j}$ is additive for all $i \in I_{f}$ and $j \in I_{d}$ with $j>i$;
(b) $h_{i}$ is a homomorphism for all $i \in I_{f}$;
(c) $h_{i}(F)$ is a subgroup of $G$ for all $i \in I_{f}$;
(d) $H$ is a subgroup of $G$ of order $q^{m}$ where $m=\left|I_{f}\right|$, and, moreover, $h_{i}(\alpha) \in H$ for all $i \in I_{f}$ and $\alpha \in F ;$
(e) $H$ is a subgroup of $G$ with $h_{i}(F) \subseteq H$ for all $i \in I_{f}$;
(f) $H$ is a subgroup of $G$ with $h_{i}(0) \in H$ for all $i \in I_{f}$;
(g) H is a subgroup of $G$ with $h_{i}(0)=1$ for all $i \in I_{f}$.

Proof. First recall that, by Lemma 5.4, each $g \in G$ has a unique representation of the form

$$
g=\prod_{i=1}^{n} \sigma\left(\alpha_{i} v_{i}\right)
$$

for $\alpha_{i} \in F$ where the order of the product does not matter.
$(\mathrm{a}) \Leftrightarrow(\mathrm{b}):$ Let $i \in I_{f}$ and $\alpha, \beta \in F$. Then

$$
\begin{aligned}
h_{i}(\alpha) h_{i}(\beta) & =\left[\sigma\left(\alpha v_{i}\right) \prod_{\substack{j \in I_{d} \\
j>i}} \sigma\left(f_{i j}(\alpha) v_{j}\right)\right]\left[\sigma\left(\beta v_{i}\right) \prod_{\substack{j \in I_{d} \\
j>i}} \sigma\left(f_{i j}(\beta) v_{j}\right)\right] \\
& =\sigma\left(\alpha v_{i}\right) \sigma\left(\beta v_{i}\right) \prod_{\substack{j \in I_{d} \\
j>i}} \sigma\left(f_{i j}(\alpha) v_{j}\right) \sigma\left(f_{i j}(\beta) v_{j}\right) \\
& =\sigma\left((\alpha+\beta) v_{i}\right) \prod_{\substack{j \in I_{d} \\
j>i}} \sigma\left(\left(f_{i j}(\alpha)+f_{i j}(\beta)\right) v_{j}\right) .
\end{aligned}
$$

Also,

$$
h_{i}(\alpha+\beta)=\sigma\left((\alpha+\beta) v_{i}\right) \prod_{\substack{j \in I_{d} \\ j>i}} \sigma\left(f_{i j}(\alpha+\beta) v_{j}\right) .
$$

From these computations and uniqueness of representation in $G$ (Lemma 5.4), it is apparent that the $f_{i j}$ 's are additive if and only if the $h_{i}$ 's are homomorphisms.
(b) $\Rightarrow(\mathrm{c})$ : If $h_{i}$ is a homomorphism, then $h_{i}(F)$ is a subgroup of $G$.
$(\mathrm{c}) \Rightarrow(\mathrm{d})$ : Suppose that $h_{i}(F)$ is a subgroup of $G$ for all $i$. By uniqueness of representation, $h_{i}(\alpha)=h_{i}(\beta)$ if and only if $\alpha=\beta$. Thus, $\left|h_{i}(F)\right|=q$. Also, since

$$
h_{i}(F) \bigcap_{\substack{k \in I_{f} \\ k>i}} h_{k}(F)=\{1\}
$$

and $H$ is abelian, we have $H=\prod_{i \in I_{f}} h_{i}(F)$ is a group of order $q^{m}$, where $m=\left|I_{f}\right|$. From this, it is also clear that $h_{i}(\alpha) \in H$ for all $i \in I_{f}$ and $\alpha \in F$.
$(\mathrm{d}) \Rightarrow(\mathrm{e}):$ This is immediate.
$(\mathrm{e}) \Rightarrow(\mathrm{f})$ : This is immediate.
$(\mathrm{f}) \Rightarrow(\mathrm{g})$ : Suppose $H$ is a subgroup of $G$ with $h_{i}(0) \in H$ for all $i \in I_{f}$. Since $H$ is a subgroup,
$1 \in H$ and so there exist $\alpha_{i} \in F$ such that

$$
1=\prod_{i \in I_{f}} h_{i}\left(\alpha_{i}\right) .
$$

But uniqueness of representation in $G$ forces $\alpha_{i}=0$ for all $i$. Similarly, for $k \in I_{f}, h_{k}(0) \in H$ means that

$$
h_{k}(0)=\prod_{i \in I_{f}} h_{i}\left(\beta_{i}\right)
$$

for some $\beta_{i} \in F$. But then $\beta_{i}=0$ for all $i$. That is,

$$
h_{k}(0)=\prod_{i \in I_{f}} h_{i}(0)=1
$$

for all $k \in I_{f}$, as desired.
$(\mathrm{g}) \Rightarrow(\mathrm{b})$ : Suppose $H$ is a subgroup of $G$ and that $h_{i}(0)=1$ for all $i \in I_{f}$. Define the map $h: F^{\left|I_{f}\right|} \rightarrow G$ by

$$
h:\left(\alpha_{i}\right)_{i \in I_{f}} \longmapsto \prod_{i \in I_{f}} h_{i}\left(\alpha_{i}\right) .
$$

Clearly, the image of $h$ is the set $H$. To show that $h$ is a homomorphism, let $\alpha_{i}, \beta_{i} \in F$ for $i \in I_{f}$. Since $H$ is a subgroup, there exist $\gamma_{i} \in F$ such that

$$
\begin{aligned}
h\left(\left(\alpha_{i}\right)_{i \in I_{f}}\right) \cdot h\left(\left(\beta_{i}\right)_{i \in I_{f}}\right) & =\prod_{i \in I_{f}} h_{i}\left(\alpha_{i}\right) \cdot \prod_{i \in I_{f}} h_{i}\left(\beta_{i}\right) \\
& =\prod_{i \in I_{f}} h_{i}\left(\gamma_{i}\right) \\
& =h\left(\left(\gamma_{i}\right)_{i \in I_{f}}\right)
\end{aligned}
$$

Apply the $i$-th projection map $\pi_{i}$ to each side of the above equation to conclude that $\gamma_{i}=\alpha_{i}+\beta_{i}$. Hence, $h$ is a homomorphism.

Next, fix $i \in I_{f}$ and precompose $h$ with the monomorphism $q_{i}: F \rightarrow F^{\left|I_{f}\right|}$, which sends $\alpha \in F$ to $(0, \ldots, \alpha, \ldots, 0)$, the tuple with $\alpha$ in the $i$ th coordinate and 0 's elsewhere. So

$$
\alpha \stackrel{q_{i}}{\longmapsto}(0, \ldots, \alpha, \ldots, 0) \stackrel{h}{\longmapsto} h_{i}(\alpha) \prod_{\substack{k \in I_{f} \\ k \neq i}} h_{k}(0) .
$$

However,

$$
h_{i}(\alpha) \prod_{\substack{k \in I_{f} \\ k \neq i}} h_{k}(0)=h_{i}(\alpha)
$$

by the assumption that $h_{k}(0)=1$ for all $k$. This says that $h_{i}=h \circ q_{i}$, the composite of two homomorphisms. Therefore, $h_{i}$ is itself a homomorphism of groups.

Thus, the given conditions are equivalent.
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[^0]:    *A character is a type of function from a group to a field, in this case, the field $\mathbb{C}$ of complex numbers. A character degree is the value of a certain type of character, called irreducible, at the identity of the group. There is an extensive literature on group characters and character degrees.

[^1]:    ${ }^{\dagger}$ As usual, $\mathbb{Z}$ denotes the set of all integers and $\mathbb{Q}$ denotes the set of all rational numbers.

[^2]:    *References to topology will be brief and safely ignored by the reader.
    ${ }^{\dagger}$ These rings are sometimes called simply Witt rings, but this term usually refers to an entirely different ring. Also, the Witt vectors are actually ring elements, although they look like vectors. If $A$ is an algebra, then so are $W(A)$ and $W_{l}(A)$, and so the Witt vectors really are vectors in that case.

[^3]:    \#"shift"

[^4]:    ${ }^{\S}$ That is, $\mu(1)=1$ and for an integer $n>1, \mu(n)=0$ if $n$ is divisible by a square and otherwise, $\mu(n)=(-1)^{k}$, where $k$ is the number of distinct prime factors of $n$.

[^5]:    *The author is grateful to the anonymous referee of a paper on this topic for suggesting the approach taken in this section.
    ${ }^{\dagger}[x,[y, z]]+[z,[x, y]]+[y,[z, x]]=0$

